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Chapter 1

Introduction

1.1 Multimedia services
Recent advances in signal processing combined with an increase in network capacity are paving the way for users to enjoy multimedia services wherever they go and on a host of multimedia capable devices. There are various multimedia services such as Video on Demand, Teleconferencing, Digital TV, Distance Learning etc. in which video is the major multimedia component. Let us review instance of their applications with respect to certain scenarios in today’s world. As an instance of application for Video on Demand (VOD), there are wireless applications, which allow movie trailers, cartoons, news and sports to be viewed on the cell phone screens. Teleconferencing is becoming very popular multimedia service for various kinds of applications these days. Voice and video conferencing are the popular applications of teleconferencing. Teleconferencing can also be used to deliver live events via satellite to geographically dispersed downlink sites. Distance learning is one other application of teleconferencing in which student and instructor are at distant places. With the help of multi-point video conferencing and other existing technologies, it’s possible to provide distance learning with lot of manpower and time being saved. Digital TV is another area of focus, which will provide interactive viewing of TV besides better picture, sound and more

compressed data. All of the above applications require video to be delivered over some kind of network. Video contains lot more data as compared to various other multimedia contents. Despite of the huge information associated with video, delivery of digital video through existing networks is becoming increasingly common.  

1.2 Network and application constraints 

In today’s world, Internet has become very popular and significant. We can identify from the above discussion that the huge information has to be delivered also through Internet, while considering the video delivery through existing networks. Internet is a huge and heterogeneous network. Internet delivers the content with the help of various kinds of networks such as ATM (Asynchronous Transfer Mode), TCP/IP, WIRELESS, PSTN Public Switched Telephone Network) and etc. All of these networks can support different maximum bandwidths. Hence if the video has to be delivered through these networks, it has to be compressed to fit into the bandwidth requirement of each of these networks. This process of compressing the video to adjust to the given bandwidth of the network is called Bandwidth adaptation and the process of compressing the video is called Bit Rate Scaling. 
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Fig.  1, Heterogeneous Network environment
1.3 Current Video Compression Standards:

Digital video comes in many different forms, each with its own use. Video formats can be split into three categories based on their output: TV, CD/Internet and streaming. Formats for TV, like DV and MPEG-2, have larger file sizes and processing requirements that limit their use. Internet/CD-ROM formats are designed to offer good quality, while also saving on file sizes. These movies are trimmed down from their full screen size to that of a fraction to make playing manageable. Streaming formats are designed to be small enough so that a movie can be downloaded as it is playing. Usually streaming compromises quality to ensure a complete video can be seen. By my definition, streaming has the capacity to broadcast a live video feed. You can also transfer a saved or “canned” movie using either a streaming or Internet/CD formats. Internet/CD format will offer higher quality, but will typically require a fast data connection 

and a period of pre-
	Format
	Output Rate
	Comments on application
	Output

	DV
	3.7 MB/sec
	Consumer video used for desktop video, camcorders. Good quality, low processessing requirements
	TV

	MPEG-2
	400-1300 KB/sec
	DVD standard. High quality, high processessing requirements
	TV

	Sorenson Video
	Variable
	Small File sizes w/ good quality and low processing requirements
	Net/CD

	MPEG-4
	Variable
	Small File sizes w/ good quality and low processing requirements. Standard offers compatibility for multiple platforms
	Net/CD

	Real Video
	Variable
	Mostly used for live streaming.
	Net

	Media Player
	Variable
	Microsoft’s video format. Based on MPEG-4, but not fully compatible
	Net/CD


downloading before the movie can start playing. The most commonly used video codecs are MPEG-2, MPEG-4, Sorenson Video, and DV. These formats cover a wide range of uses we can use.


Table 1: Comparison between Compression standards

1.3.1 MPEG-2

The thesis focuses on MPEG2. MPEG-2 is the standard format for DVD movies. DVD size can vary through the use of variable bit rate (VBR) encoding. MPEG-2 is capable of changing its compression to accommodate the current video image. Generally speaking, MPEG-2 compression for DVD runs between 400 KB/sec and 1.3 MB/sec. MPEG-2 can compress at higher and lower rates. MPEG-2 offers higher quality and smaller file sizes through use of intensive compression methods.

1.3.2 DV

DV has become a popular video standard for consumers. DV is used in all digital video cameras and has become a primary method of bringing video into desktop computers. DV is transferred from computers and cameras via FireWire, or as it’s officially known as IEEE 1394. FireWire is a high-speed serial bus capable of transferring data up to 50 MB/sec. DV includes a video and audio stream that is transmitted at about 3.7 MB/sec. Unlike MPEG2, DV is not capable of changing its compression to accommodate the current video image.

1.3.3 Sorenson Video

Sorenson Video was first introduced in QuickTime 3. Sorenson Video manages to do three things at once, which is required for movies over the Internet. Sorenson Video allow movies to have relatively good quality with small file sizes and low processing requirements. Unlike MPEG-2, and to a lesser extent DV, Sorenson doesn’t require major horsepower to both play and encode the video. For the most part Sorenson is exclusively used by Apple’s QuickTime. The format is ideal for Internet and CD-ROM use.

1.3.4 MPEG-4
MPEG-4 has carried quite a bit of hype since it was first introduced. The format promises to create a standard Internet video format. Like Sorenson Video, MPEG-4 offers good quality at smaller file sizes, while also not requiring a significantly large amount of processing power. MPEG-4’s strength is in its transportability, meaning video saved to MPEG-4 should be able to be viewed on any platform. 

1.3.5 Realvideo, Quicktime for Streaming

There are numerous formats for streaming content over the Internet. The essence of streaming is not to download, but rather play video in real-time. To do this, some type of streaming server is required, such as the QuickTime Streaming Server or one of RealNetworks’ servers. Streaming is similar to saved files, but instead the video can be compressed and transmitted on the fly. Typically you wouldn’t want to stream a video unless it’s live.1.3.6 Comparison between MPEG-2 and DV.

1.3.6.1 Playback vs. Encoding
As noted above, MPEG-2 and DV have specific processing requirements. This is an important area of video compression in that a computer needs to handle a lot of data in order to both play and encode video.


When captured, video is encoded, and when played back it is decoded. The DV codec works in real-time so that no special processing is required. Computers do not include DV hardware codecs, but instead rely on software codecs. The software utilized the computer’s CPU to processes the data. A computer is capable of playing a DV movie without much trouble in part because modern computers are fast enough, but also the DV format is not too intensive. 


Encoding a movie to DV can be a different story as a significant amount of rendering will be required on the CPU’s part. This is not true for DV camcorders and converters as they have hardware DV codecs that manage to both encode and decode in real time. For example, when recording a movie on a DV camcorder, the DV codec encodes the video image in real-time to tape. When using a computer, a period of processing is required. There are a couple DV compression cards available to help assist in DV encoding and effects, but for average users these may not really be necessary. 1.3.6.2 MPEG-2 better than DV at lower bit rates.

 This is possible because of its high-powered encoding and decoding technology. The trick with digital video always has been is to create something that can viewed without extensive processing time. It wouldn’t make much sense to bring home a DVD and need to render it for 5 hours before you could watch it. Set top DVD players have MPEG-2 decoders built in to allow viewing of movies in real-time. Computers on the other hand can now play DVD movies without a dedicated MPEG decoder. This is possible through newer, faster CPU and graphics cards. Like DV and QuickTime, a computer still relies heavily on the computer’s 

graphics card and CPU for software decoding.

Encoding MPEG-2 is usually a very time consuming process. It’s so intensive, expensive MPEG-2 encoding hardware is available to allow for faster encoding times. On a pure CPU level, MPEG-2 encoding can take seemingly forever. For example, a 90-minute DVD could take 45 to 75 hours to encode. Apple’s DVD Studio Pro combined with multi-processor G4 PowerMacs can drastically cut this rendering time to around 10 hours, but still that’s a lot of sitting around. This lengthy encoding time is because of MPEG-2 intensive compression.


The other Internet/CD-ROM compression formats offer much less CPU processing requirements. As illustrated above, playback usually is significantly less complicated than encoding. Any modern computer will be able to play any of the other supported movie formats without much problem. Encoding can be more time consuming, as this is a combination a movie’s specifications, compression settings and computer system.
1.4 Introduction to Video Transcoding:

Several solutions have focused on adapting the multimedia content to various multimedia capable devices.  The adaptation of multimedia content is provided in two basic ways.

I. The first is by storing, managing, selecting, and delivering different versions of the media objects (images, video, audio, graphics and text) that comprise the multimedia presentations.

II. The second is by manipulating the media objects on the fly, by using for example methods for text-to-speech translation, image and video transcoding, media conversion, and summarization. This allows the multimedia content delivery to adapt to the wide diversity of client device capabilities in communication, processing storage and display.

In both of the basic ways, the need for converting a compressed signal into another compressed signal of different format, bit rate or any other attribute occurs. The device that performs such an operation is called a transcoder. Such a device could be placed in the network to help relaying transmissions between these different bit rates or could be used as a pre-processing tool to create the various versions of the media objects that was mentioned ea. [image: image2.png]Media
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Fig.  2, General Transcoding

If the transcoding is used specifically for video it’s called video transcoding. Hence video transcoding provides the solution for the dynamic and fine tune adjustments of the video stream during the transmission over the existing networks.

Some of the functions of video transcoding can be video manipulation, format conversion, rate conversion and modifying error resilience. We will discuss video transcoding in detail in later chapters.

1.5 Statement of problem:
Higher bit rate adaptation required:

The multimedia capable devices include personal computers, televisions and new classes of pervasive computing devices such as PDA, wireless modems, mobile phones, automative computing devices. Each of these terminals may support a variety of different formats. Furthermore, the networks that they are connected to are heterogeneous i.e characterized by different network bandwidth constraints, and the terminals themselves vary in display capabilities, processing power and memory capacity. Therefore, it is required that the digital video transmission should be flexible enough to dynamically adapt to the various terminal capabilities also besides bandwidth constraints. The figure below will help in clarifying the above discussion.
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Fig.  3, Users with different channel capacities

As we see from the diagram that internet is the best example of a heterogeneous network environment and probably the largest. However, in recent years the asymmetry of Internet has grown enormously.  It has been consistently observed that backbone speed is doubling every 9-12 months. While the LAN speed has increased somewhat slower every 3-4 years (about 10 times in 5 years). The slowest part of the network seems to have drastically slower linear rate of advancement (the modem speed have increased about 4 times in last 7 years). A customer connected via high-speed lab typically has 100 Mbps connection, while a home used have connection speed ranging from 56.4K- 250K). With thee advent of handheld and wireless integrated low power devices, interestingly the low range is expected to dip now. Consequently seamless video transmission will require at least 30-60 times rate adaptation ability, much above what is achievable by current popular video coding techniques.

Need for optimizing the transcoder’s speed:

Transcoder is computationally very expensive. Hence it is required to reduce the computational complexity of the transcoder as much as possible so that its capable of running on the machine with minimum processing power. 

Before moving onto the next chapter, which will provide the readers with more insight about the transcoding process, let us discuss some of the current video compression standards used for various kinds of applications.
1.6 Scope of thesis 
Chapter 1 introduces to the need of bandwidth adaptation for various video based multimedia services that are emerging and identifies the problem of higher bandwidth adaptation. It also introduces to the concept of video transcoding and the various compression standards available today. The comparisons between these standards are made to identify the right kind of video codec for the problem addressed. Chapter 2 discusses the various types of transcoding and their applications. The issues and their probable solutions are also discussed. The major focus is given for the bit rate transcoding since it’s the type of transcoding used for the particular kind of problem in focus. It also discusses and analyses some important works in the filed of bit rate transcoding. Chapter 3 gives a detail background regarding the MPEG-2 standard since the techniques investigated are implemented using MPEG-2 ISO/IEC 13818-2 complaint TM5 (Test Model 5). Chapter 4 discusses the issue of transcoder’s speed and depicts the technique used to optimize it. It also discusses how the technique is made suitable for dynamic transcoding environment. Chapter 5 discusses the technique investigated and implemented for the higher bit rate adaptation problem. It discusses the need for a joint scheme which uses the traditional and the investigated technique in an optimum way and hence analyses the techniques in terms of error and entropy associated with a video frame at a given bit rate. It also discusses in brief the various transcoding modes possible due to the techniques. Chapter 6 presents the necessary results, which are briefly discussed and analyzed. Chapter 7 includes the conclusions made regarding the area and the techniques studied and the need for the future works. The necessary detailed implementation diagrams of the investigated techniques, the parameter tables and the related reports and papers are depicted in the appendices for the advanced reader who has the knowledge of the MPEG-2 application. 

Chapter 2

BACKGROUND ON TRANSCODING

2.1 General Transcoding:

2.1.1 Definition

The simplest and general definition of transcoding would be to convert the multimedia content with respect to the given parameter. Media contents could be video, audio, image etc. So the various parameters that we could consider for video transcoding would be format, color, bit rate, video dimensions and so on. Let’s briefly discuss the architecture of the general transcoder.

2.1.2 Architecture 

The simplest architecture of a video transcoder can be viewed from the diagram below:

[image: image79.wmf]
Fig.  4, simplified transcoder

Concatenation of a video decoder and a video encoder forms a codec. The codec used for transcoding can be one of the given compression standards discussed in chapter 1.The choice 

of a particular video compression standard depends on the type of application, the required QoS and many other factors.

Depending on the function of the transcoder, function of the decoder and the encoder changes. But decoder in general decodes the incoming video bitstream. The decoding process involves unwrapping the header formats and extracting the pixel-matrices of the Y,U and V components of the video. 

The function of the encoder is to encode the bitstream  according to the video coding algorithm used by the video coding standard used for the purpose. But during transcoding the various parameters for encoding can be reset according to the need of the application or network characteristics. 

2.2 Types of transcoding and their applications.

Below are some of the sample operations of transcoding and the associated possible applications of each of it:

Table 2: Transcoding operations and applications

	Transcoding Operation
	Applications

	Bit Rate conversion


	Multi-point conferecing

Stastical multiplexing

Congestion control

Adaptation to an available channel bandwidth



	Format conversion


	Conversion to a format suitable for user’s decoder (MPEG-1,MPEG-2,MPEG-4,H.261, or H.263)



	Modifying Error Resilience


	modification to appropriate level of current channel condition  INTRA/INTER mode selection



	Manipulation


	editing,concatenation, segmentation, or adding data hiding function 




There are quite a few issues in transcoding. Transcoding is a highly computationally expensive process and in today’s internet the speed of the delivery of the content is very critical. Transcoding is a lossy process and hence maintaining an acceptable quality becomes another issue. Some of the issues and their probable solutions are given in the following table.

2.3 Issues:

Table 3: Transcoding Issues and possible solutions

	Issues in transcoding
	Possible solutions

	Reducing Computational complexity or cost
	Re-using Motion Vectors/modes.                                                    Reducing number of IDCT.                                                    Reducing Frame Memories



	Maximizing quality
	Rate Control (Re-quantization)                                        Maintaining accuracy while reducing                                         complexity.



	Avoiding drift Error during Format conversion
	field motion vector(frame motion vector Down Sampling                                       mode change for Error Resilience.




2.4 Bit Rate Transcoding:

The major types of transcoding that are done as compared to other mentioned transcoding functions are:

I. Format conversion 

II. Bit rate transcoding. (Bit rate conversion.)

The thesis focuses on the bit rate trancoding. Lets discuss bit rate transcoding in detail.

2.4.1 Architecture:

The focus of this thesis is on bit rate transcoding i.e we used pre-encoded video stream to be supplied to the transcoder, which then produces an output stream which had been coded to the target bit rate required to adapt to that particular channel bandwidth in the network.
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Fig.  5, Bit rate transcoder

2.4.2 Working:

As we can see from the figure 5, the bit rate transcoder has a bit rate controller in the Re- encoder(encoder of the transcoder). The original pre-encoded video is served to the trancoder. The decoder first decodes the video to obtain the pixel matrices of Y, U and V components of the video. Since the transcoding is rate transcoding, the other parameters of the original video except the bit rate have to be recoded. These parameters are collected into either a file or a TCP/IP socket according to the developer’s preference. The re-encoder reads the parameters and the pixel matrices to make the settings for re-encoding the video at the given bit rate. As we can see that there is a bit rate controller mechanism in the encoder which will read the given output bit rate and accordingly encode the video. The output bit rate is either supplied by the user or a junction node like a Gateway, router.

These parameters can be looked into detail in the (APPENDIX B)

2.4.3 Examples

Some of the examples of Bit rate transcoding are as follows:

2.4.3.1.Multi-point video conferencing:
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Fig.  6, Multi-point Video conferencing

With the rapid growth of video telephony, the need of multipoint video conferencing is also growing. A multipoint videoconference involves three or more conference participants. In continuous presence video conferencing, each conferee can see others in the same window simultaneously. Fig. 3 depicts an application scenario of multiple persons participating in a multipoint videoconference with a computer connected to the central server, referred to as the Multipoint Control Unit (MCU), which coordinates and distributes video and audio streams among multiple participants in a video conference according to the channel bandwidth requirement of each conferee. A video transcoder is included in the MCU to combine the multiple incoming encoded video streams from the various conferees into a single coded video stream and send the re-encoded bit-stream back to each participant over the same channel with the required bit rate and format for decoding and presentation. 

2.4.3.2. Statistical Multiplexing:
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Fig.  7, Joint transcoding of multiple pre-encoded MPEG video streams.

Transporting multiple MPEG video streams over a Constant Bit-Rate (CBR) channel has many applications, including video broadcasting over Direct Broadcast Satellite (DBS) and over Digital Subscriber Line (DSL). In these applications, multiple pre-encoded video streams need to be transcoded in order to fit into the CBR channel. For transcoding of pre-encoded video streams, future super frame statistics can be extracted from the input video streams rather easily.

2.4.4 Area study 

We have discussed earlier the various operations of trancoding. As stated earlier, our focus is on the bit rate transcoding since we are more interested in the adaptation to the available channel bandwidth. Hence this section of the thesis will present overview of certain work done in the field of bit-rate trancoding and relate them to the objective of the thesis with respect to the bit rate adaptation.

The commonly used techniques used in bit-rate transcoding are: 

· Frame dropping
· Discarding high-freq. DCT coeff

· Color suppression 

· DCT coeff. Requantization

· Reducing spatial resolution of the video.

[image: image81.wmf]2

log

256

e

opt

F

s

R

m

×

×

×

=

a

[image: image82.png]—EE ;
ﬂEE %XII

Z
B Fied DET



[image: image83.wmf]t

v

t

h

h

h

k

w

w

k

=

=

=

,

.w

h

h.w

k

t

t

The graph below will also give u more insight on the amount of compression that can be achieved using these techniques.
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Fig.  8, Graph for different bit rate reduction techniques

Lets review some of the related papers.

1.Video transcoding for universal multimedia access  by Niklas Björk and Charilaos Christopoulos.
The paper presents the basic video transcoding model as well as different ways of improving this model at low bit rates, in particular the H.263 standard. It mainly discusses the issue of adapting video streams to different type of terminals with different terminal capabilities such

 as screen size, amount of available memory, processing power and type of network access. Two different models for transcoding are examined, rate reduction and resolution reduction. Rate reduction is based on the DCT Requantization. Results will show that the computational complexity of the basic transcoding model can be reduced for each model by, on average, 39% and 23% without significant loss in quality. 

2. Video Transcoding By Reducing Spatial Resolution by Peng Yin, Min Wu and Bede Liu (Princeton Univ.).

This paper presents a fast approach to derive from an MPEG stream a new MPEG stream with half the spatial resolution. For the downsized video, it’s needed to first generate from the original compressed video an improved estimate of the motion vectors. Then the method uses a compressed domain approach with data hiding to produce DCT residues by an open-loop method. The computational complexity is significantly lower than a number of previous approaches. Simulation suggests that our approach produces reasonable image quality 

3. TSFD: Two-Stage Frame Dropping for Scalable Video Transmission over Data Networks by Bing Zheng and Mohammed Atiquzzaman
Scalable video transmission is used to adjust the rate of video depending on the level of network congestion. Previous studies on scalable video transmission of MPEG over ATM ABR service required major changes in the network protocols, and did not provide methods to 

determine the ABR connection parameters. This paper presents a new scalable video transmission scheme, which does not require major changes in network protocols. In the proposed scheme, frames are dynamically dropped either by the source or the network depending on the level of network congestion. Scheme is based on encapsulating video frames with priority information, which is used to drop frames by the network during congestion. The scheme requires no major change of network protocols. The effect of MPEG video GOP on the client buffer size has been also analyzed. A general framework has have been developed to determine the client buffer size for no overflow at the client. 
4. Dynamic Frame Skipping in Video Transcoding by Jeng-Neng Hwang, Tzong-Der Wu    and Chia-Wen Lin

The paper investigates the dynamic frame skipping strategy in video transcoding. To speed up the operation, a video transcoder usually reuses the decoded motion vectors to re-encode the video sequences at a lower bit-rate. When frame skipping is used, those motion vectors are no longer used since the motion vectors of the current frame are no longer estimated from the past frame. To reduce the computational complexity of motion vector estimation, a bilinear interpolation approach is developed to overcome this problem. 

5. REAL-TIME TRANSCODING OF MPEG-2 VIDEO BIT STREAMS P N Tudor and O H Werner (BBC).

This paper presents a method for real-time transcoding of MPEG-2 video bit streams that can be applied at different levels of complexity. The proposed method has been developed in the ACTS ATLANTIC project. It is based on the following elements: 

· Reuse of motion vectors and coding mode decisions carried in the input bit stream. 

· Modeling of the impairments already present in the input. 

· Use of bit rate statistics from the input bit stream. 

Experimental results confirm that high picture quality can be maintained. Furthermore, the proposed elements and transcoding algorithms are not limited to MPEG-2 and can be extended to a generic transcoding method suitable for the common standards JPEG, H.263, MPEG-1 and MPEG-2 alike. 

2.4.5 Comparison and summary:
Let’s see the table below for comparison of various bit rate reduction techniques:

Table 4: Bit rate reduction techniques
	Techniques 

	Comments


	· Frame dropping, 
· Discarding high-freq. DCT coeff.

· Color suppression.

· DCT coeff. Requantization

	All of them are Quantization based schemes, which limits the down-scalability to approx. 1:10.

Used for moderate bit rate reduction, since the quality degrades to unacceptable level at a very high compression. 

Not applicable for video transfers to all kinds of digital devices.

Mostly used to reduce the computational complexity of the transcoding process.



	Resolution Reduction

	Used for compression factor of 2 and not more since high complexity is associated with the scheme.


	Transcoding is computationally very expensive.



There are several other works in transcoding, but we have depicted some significant and related works above. We can see that all of the above schemes being investigated and implemented in the field of bit rate transcoding focus on the speed of the transcoder. There are schemes, which uses DCT-requantization with fast transcoder architectures. There are schemes, which use frame dropping and skipping. There are schemes, which use resolution reduction for bit rate transcoding.

None of the above works focus on how much bit rate adaptation is required in today’s Internet. Most of the works focus on either increasing the speed of the transcoder or improving the image quality. 

Chapter 3

BACKGROUND ON MPEG-2 COMPRESSION
3.1 Introduction to MPEG-2
Recent progress in digital technology has made the widespread use of compressed digital video signals practical. Standardization has been very important in the development of common compression methods to be used in the new services and products that are now possible. This allows the new services to interoperate with each other and encourages the investment needed in integrated circuits to make the technology cheap. 

MPEG (Moving Picture Experts Group) was started in 1988 as a working group within ISO/IEC with the aim of defining standards for digital compression of audio-visual signals. MPEG’s first project, MPEG-1, was published in 1993 as ISO/IEC 11172 [1]. It is a three-part standard defining audio and video compression coding methods and a multiplexing system for interleaving audio and video data so that they can be played back together. MPEG-1 principally supports video coding up to about 1.5 Mbit/s giving quality similar to VHS and stereo audio at 192 bit/s. It is used in the CD-I and Video-CD systems for storing video and audio on CD-ROM. 

During 1990, MPEG recognized the need for a second, related standard for coding video for broadcast formats at higher data rates. The MPEG-2 standard [2] is capable of coding standard-definition television at bit rates from about 3-15 Mbit/s and high-definition television at 15-30 Mbit/s. MPEG-2 extends the stereo audio capabilities of MPEG-1 to multi-channel surround sound coding. MPEG-2 decoders will also decode MPEG-1 bit streams. 

Drafts of the audio, video and systems specifications were completed in November 1993 and the ISO/IEC approval process was completed in November 1994. The final text was published in 1995. MPEG-2 aims to be a generic video coding system supporting a diverse range of applications. Different algorithmic ‘tools’, developed for many applications, have been integrated into the full standard. To implement all the features of the standard in all decoders is unnecessarily complex and a waste of bandwidth, so a small number of subsets of the full standard, known as profiles and levels, have been defined. A profile is a subset of algorithmic tools and a level identifies a set of constraints on parameter values (such as picture size and bit rate). A decoder, which supports a particular profile and level, is only required to support the corresponding subset of the full standard and set of parameter constraints.

3.2 VIDEO FUNDAMENTALS 

3.2.1 Non-interlaced frames vs. Interlaced frames

Television services in Europe currently broadcast video at a frame rate of 25 Hz. Each frame consists of two interlaced fields, giving a field rate of 50 Hz. The first field of each frame 

contains only the odd numbered lines of the frame (numbering the top frame line as line 1). The second field contains only the even numbered lines of the frame and is sampled in the video camera 20 ms after the first field. It is important to note that one interlaced frame contains fields from two instants in time. American television is similarly interlaced but with a frame rate of just under 30 Hz. 

In video systems other than television, non-interlaced video is commonplace (for example, most computers output non-interlaced video). In non-interlaced video, all the lines of a frame are sampled at the same instant in time. Non-interlaced video is also termed ‘progressively scanned’ or ‘sequentially scanned’ video. 


[image: image8]
Fig. 9, Progressive vs. Interlaced video

3.2.2 RGB TO YUV
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Fig. 10, RGB to YUV

RGB to YUV - Conventional floating-point equations

Y = 0.299R 0.587G + 0.114B

U =-0.146 R - 0.288 G + 0.434 B 

V = 0.617 R - 0.517 G - 0.100 G 

The red, green and blue (RGB) signals coming from a color television camera can be equivalently expressed as luminance (Y) and chrominance (UV) components. The chrominance bandwidth may be reduced relative to the luminance without significantly affecting the picture quality. For standard definition video, CCIR recommendation 601 [3] defines how the component (YUV) video signals can be sampled and digitized to form discrete pixels. The terms 4:2:2 and 4:2:0 are often used to describe the sampling structure of the digital picture. 4:2:2 means the chrominance is horizontally sub sampled by a factor of two 

relative to the luminance; 4:2:0 means the chrominance is horizontally and vertically sub sampled by a factor of two relative to the luminance. 

The active region of a digital television frame, sampled according to CCIR recommendation 601, is 720 pixels by 576 lines for a frame rate of 25 Hz. Using 8 bits for each Y, U or V pixel, the uncompressed bit rates for 4:2:2 and 4:2:0 signals are therefore: 

4:2:2:720 x 576 x 25 x 8 + 360 x 576 x 25 x (8 + 8) = 166 Mbit/s

4:2:0:720 x 576 x 25 x 8 + 360 x 288 x 25 x (8 + 8) = 124 Mbit/s

MPEG-2 is capable of compressing the bit rate of standard-definition 4:2:0 video down to about 3-15 Mbit/s. At the lower bit rates in this range, the impairments introduced by the MPEG-2 coding and decoding process become increasingly objectionable. For digital terrestrial television broadcasting of standard-definition video, a bit rate of around 6 Mbit/s is thought to be a good compromise between picture quality and transmission bandwidth efficiency. 

3.3 BIT RATE REDUCTION PRINCIPLES 

A bit rate reduction system operates by removing redundant information from the signal at the coder prior to transmission and re-inserting it at the decoder. A coder and decoder pair is referred to as a ‘codec’. In video signals, two distinct kinds of redundancy can be identified.3.3.1 Spatial and temporal redundancy:

Pixel values are not independent, but are correlated with their neighbors both within the same frame and across frames. So, to some extent, the value of a pixel is predictable given the values of neighboring pixels. 
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Fig. 11, MPEG –Spatial and Temporal Redundancy

Two key techniques employed in an MPEG codec are intra-frame Discrete Cosine Transform (DCT) coding and motion-compensated inter-frame prediction. These techniques have beensuccessfully applied to video bit rate reduction prior to MPEG, notably for 625-line video contribution standards at 34 Mbit/s [5] and video conference systems at bit rates below 2 Mbit/s [6]. Video compression relies on the eye’s inability to resolve High Frequency color changes, and the fact that theres a lot of redundancy within each frame and between frames. The Discrete Cosine Transform is used, along with quantization and Huffmann coding; to predict a pixel value from all adjacent pixel values, and minimize the overall bit rate. This generates the Intra-frames (I-frame s). Prediction & motion compensation, predicts the value of pixels in a frame, from the information in adjacent frames. Audio compression makes use of the fact that, high power tones tend to blot out lower power adjacent tones. So if you can’t hear it, don’t transmit it.
3.3.2 Intra-frame DCT coding 

DCT [7]: A two-dimensional DCT is performed on small blocks (8 pixels by 8 lines) of each component of the picture to produce blocks of DCT coefficients (Fig. 1). The magnitude of each DCT coefficient indicates the contribution of a particular combination of horizontal and vertical spatial frequencies to the original picture block. The coefficient corresponding to zero horizontal and vertical frequency is called the DC coefficient. 
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Fig. 12, The discrete cosine transform (DCT).

Pixel value and DCT coefficient magnitude are represented by dot size. 

The DCT doesn’t directly reduce the number of bits required to represent the block. In fact for an 8x8 block of 8 bit pixels, the DCT produces an 8x8 block of 11 bit coefficients (the range of coefficient values is larger than the range of pixel values.) The reduction in the number of bits follows from the observation that, for typical blocks from natural images, the distribution of coefficients is non-uniform. The transform tends to concentrate the energy into the low-frequency coefficients and many of the other coefficients are near zero. The bit rate reduction is achieved by not transmitting the near-zero coefficients and by quantizing and coding the remaining coefficients as described below. The non-uniform coefficient distribution is a result of the spatial redundancy present in the original image block. 
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Fig. 13, Pixel coding using DCT in achieving spatial redundancy

The first stage is to create an I-frame; subsequent frames in a group of frames will be predicted from this frame.

As the eye is insensitive to HF color changes, we convert the R,G,B signal into a luminance (how bright the picture is) and two color  difference signals. We can remove more U, V information than Y.

Each pixel DCT is calculated from all other pixel values, so taking 8x8 blocks reduces the processing time. The top left pixel in a block is taken as the dc datum for the block. DCT’s to the right of the datum are increasingly higher horizontal spatial freqs. DCT’s below are higher vertical spatial frequencies. Using an Inverse DCT we could reconstruct each pixel’s value in the 8x8 block. The DCT is a lossless and reversible process. Its the next stage which introduces compression. Note that the smaller the difference between one pixel and its adjacent pixels, the smaller its DCT value. In the example shown, a greyscales 8x8 pixel values are reduced to one row of DCT’s. With all other values going to zero

3.3.3 Quantization: 

The function of the coder is to transmit the DCT block to the decoder, in a bit rate efficient manner, so that it can perform the inverse transform to reconstruct the image. It has been observed that the numerical precision of the DCT coefficients may be reduced while still maintaining good image quality at the decoder. Quantization is used to reduce the number of possible values to be transmitted, reducing the required number of bits
The degree of quantization applied to each coefficient is weighted according to the visibility of the resulting quantization noise to a human observer. In practice, this results in the high-frequency coefficients being more coarsely quantized than the low-frequency coefficients. Note that the quantization noise introduced by the coder is not reversible in the decoder, making the coding and decoding process ‘lossy’. 

3.3.4 Coding: 

The serialization and coding of the quantized DCT coefficients exploits the likely clustering of energy into the low-frequency coefficients and the frequent occurrence of zero-value coefficients. The block is scanned in a diagonal zigzag pattern starting at the DC coefficient to produce a list of quantized coefficient values, ordered according to the scan pattern. 

The list of values produced by scanning is entropy coded using a variable-length code (VLC). Each VLC code word denotes a run of zeros followed by a non-zero coefficient of a particular level. VLC coding recognizes that short runs of zeros are more likely than long ones and small coefficients are more likely than large ones. The VLC allocates code words, which have different lengths depending upon the probability with which they are expected to occur. To enable the decoder to distinguish where one code ends and the next begins; the VLC has the property that no complete code is a prefix of any other. 

Figure 12. shows the zigzag scanning process, using the scan pattern common to both MPEG-1 and MPEG-2. MPEG-2 has an additional ‘alternate’ scan pattern intended for scanning the quantized coefficients resulting from interlaced source pictures.

To illustrate the variable-length coding process, consider the following example list of values produced by scanning the quantized coefficients from a transformed block: 

12, 6, 6, 0, 4, 3, 0, 0, 0...0

The first step is to group the values into runs of (zero or more) zeros followed by a non-zero value. Additionally, the final run of zeros is replaced with an end of block (EOB) marker. Using parentheses to show the groups, this gives: 

(12), (6), (6), (0, 4), (3) EOB

The second step is to generate the variable length code words corresponding to each group (a run of zeros followed by a non-zero value) and the EOB marker. Table 5 shows an extract of the DCT coefficient VLC table common to both MPEG-1 and MPEG-2. MPEG-2 has an additional ‘intra’ VLC optimized for coding intra blocks.  Using the variable length code from Table 1 and adding spaces and commas for readability, the final coded representation of the example block is: 

0000 0000 1101 00, 0010 0001 0, 0010 0001 0, 0000 0011 000, 0010 10, 10

Table 5: Extract from the MPEG-2 DCT coefficient VLC table.
	Length of
run of zeros
	Value of non-zero
coefficient
	Variable-length
codeword

	0
	12
	0000 0000 1101 00

	0
	6
	0010 0001 0

	1
	4
	0000 0011 000

	0
	3
	0010 10

	EOB
	-
	10


The higher the DCT frequency, the higher the Quant Matrix value its divided by. This makes many coeficientss go to zero. The fixed value scale factor reduces even more of the DCT’s to 

zero. The next stage is to increase the number of zero’s in the run of bits into the entropy coder. This is done by zig-zag scanning the 8x8 pixel block DCT values and helps the entropy coder do its job. Entropy coding essentially sizes coeficients by how often they occur. The more a coeficient occurs, the smaller a binary value its given. Since in any frame your going to get a large number of identical 8x8 blocks, your reducing the overall binary data rate. To summarize then, quantization makes many higher frequency DCT values go to zero. Entropy coding removes duplication of DCT’s, assigning each DCT position with a pointer to its value. This all has a cost. Thats shown in the pictures above: the upper picture is unquantized, the lower one quantized. The process described can be summarized with the help of the figure below:
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Fig. 14, Quantization and Entropy coding for spatial redundancy
3.3.5 Motion-compensated inter-frame prediction 

This technique exploits temporal redundancy by attempting to predict the frame to be coded from a previous ‘reference’ frame. The prediction cannot be based on a source picture because the prediction has to be repeatable in the decoder, where the source pictures are not available (the decoded pictures are not identical to the source pictures because the bit rate reduction process introduces small distortions into the decoded picture.) Consequently, the coder contains a local decoder, which reconstructs pictures exactly as they would be in the decoder, from which predictions can be formed. 

The simplest inter-frame prediction of the block being coded is that which takes the co-sited (i.e. the same spatial position) block from the reference picture. Naturally this makes a good prediction for stationary regions of the image, but is poor in moving areas. A more sophisticated method, known as motion-compensated inter-frame prediction, is to offset any translational motion which has occurred between the block being coded and the reference frame and to use a shifted block from the reference frame as the prediction. 

One method of determining the motion that has occurred between the block being coded and the reference frame is a ‘block-matching’ search in which a large number of trial offsets are tested by the coder using the luminance component of the picture. The ‘best’ offset is selected on the basis of minimum error between the block being coded and the prediction. 

The bit rate overhead of using motion-compensated prediction is the need to convey the motion vectors required to predict each block to the decoder. For example, using MPEG-2 to compress standard-definition video to 6 Mbit/s, the motion vector overhead could account for about 2 Mbit/s during a picture making heavy use of motion-compensated prediction. 
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Fig. 15, Inter-frame Prediction and motion estimation

This is the real bit rate reduction kicks in. As we’ll cover in the next slide, there are three different frame types. By just doing spatial redundancy on a frame you create an I frame. This has all the information necessary to decode the picture. The next stage is to look at the next frame to this and see how similar it is. You can do three things to minimize this frames bit rate. Firstly, look to see if the macroblock in the same position in the next frame hasn’t change. If it hasn’t, don’t do any coding, just transmit that its the same. The next stage is to search around in the I-frame and see if this macro-block exists, but its in a different place. If so transmit motion vectors for its old location. Only if its completely new, do you go for the complete intra-coding process. This really reduces the overall bit rate from frame to frame. But note if you kept predicting each frame from the last, it would only take a little error, and the whole process would fast start to unravel. That’s why there are three different frame types, and a specific frame transmit process.
3.4 MPEG-2 DETAILS 

3.4.1 Codec structure 

In an MPEG-2 system, the DCT and motion-compensated interframe prediction are combined, as shown in Fig. 2. The coder subtracts the motion-compensated prediction from the source picture to form a ‘prediction error’ picture. The prediction error is transformed with the DCT, the coefficients are quantized and these quantized values coded using a VLC. The coded luminance and chrominance prediction error is combined with ‘side information’ required by the decoder, such as motion vectors and synchronizing information, and formed
 a bitstream for transmission. Fig. 3 shows an outline of the MPEG-2 video bitstream [image: image16.png]vde_ _ bl peT i wLC farea
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Fig. 16, (a) Motion-compensated DCT coder; (b) motion compensated DCT decoder.

In the decoder, the quantized DCT coefficients are reconstructed and inverse transformed to produce the prediction error. This is added to the motion-compensated prediction generated from previously decoded pictures to produce the decoded output. 

In an MPEG-2 codec, the motion-compensated predictor shown in Fig. 2 supports many methods for generating a prediction. For example, the block may be ‘forward predicted’ from a previous picture, ‘backward predicted’ from a future picture, or ‘bidirectionally predicted’ by averaging a forward and backward prediction. The method used to predict the block may 

change from one block to the next. Additionally, the two fields within a block may be predicted separately with their own motion vector, or together using a common motion vector. Another option is to make a zero-value prediction, such that the source image block rather than the prediction error block is DCT coded. For each block to be coded, the coder chooses between these prediction modes, trying to maximize the decoded picture quality within the constraints of the bit rate. The choice of prediction mode is transmitted to the decoder, with the prediction error, so that it may regenerate the correct prediction. 

Before moving on to the types of picture, lets look at the layered MPEG-2 structure in terms of buiding an elementary MPEG video stream.
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Fig. 17, Outline of MPEG-2 video bitstream structure (shown bottom up)
The figure 17 shows how the actual blocks, slices, frames etc. are all put together to form the elementary stream. Along with the actual picture data, header information is required to reconstruct the I, B, P frames. This header structure is shown. Each slice will contain a header detailing its contents & location. Each frame will have a header, and each group of I, B, P frames, known as a Group Of Pictures (GOP) will have a header. The next stage is to take this ES and convert it into something that can be

transmitted and decoded at the other end. At this stage, the elementary stream is a continual stream of encoded video frames. Though all the data required to reconstuct frames exists here. No timing information or systems data is contained Thats the job of the MPEG-2 multiplexer First a few words on what we do with the audio signal associated with the video .

3.4.2 Picture types 

In MPEG-2, three ‘picture types’ are defined. The picture type defines which prediction modes may be used to code each block. 

‘Intra’ pictures (I-pictures) are coded without reference to other pictures. Moderate compression is achieved by reducing spatial redundancy, but not temporal redundancy. They can be used periodically to provide access points in the bitstream where decoding can begin. 

‘Predictive’ pictures (P-pictures) can use the previous I- or P-picture for motion compensation and may be used as a reference for further prediction. Each block in a P-picture can either be predicted or intra-coded. By reducing spatial and temporal redundancy, P-pictures offer increased compression compared to I-pictures. 

‘Bidirectionally-predictive’ pictures (B-pictures) can use the previous and next I- or P-pictures for motion-compensation, and offer the highest degree of compression. Each block in a B-picture can be forward, backward or bidirectionally predicted or intra-coded. To enable backward prediction from a future frame, the coder reorders the pictures from natural ‘display’ order to ‘bitstream’ order so that the B-picture is transmitted after the previous and next pictures it references. This introduces a reordering delay dependent on the number of consecutive B-pictures. 

The different picture types typically occur in a repeating sequence, termed a ‘Group of Pictures’ or GOP. A typical GOP in display order is: 

B1 B2 I3 B4 B5 P6 B7 B8 P9 B10 B11 P12
The corresponding bitstream order is: 

I3 B1 B2 P6 B4 B5 P9 B7 B8 P12 B10 B11
A regular GOP structure can be described with two parameters: N, which is the number of pictures in the GOP, and M, which is the spacing of P-pictures. The GOP given here is described as N=12 and M=3. MPEG-2 does not insist on a regular GOP structure. For example, a P-picture following a shot-change may be badly predicted since the reference picture for prediction is completely different from the picture being predicted. Thus, it may be beneficial to code it as an I-picture instead. 

For a given decoded picture quality, coding using each picture type produces a different number of bits. In a typical example sequence, a coded I-picture was three times larger than a coded P-picture, which was itself 50% larger than a coded B-
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Fig. 18, (I, P and B pictures) in MPEG to avoid heat death

The Intra Frames contain full picture information. These are your lifeline, if errors occur, or the decoder loses a frame. Without periodic transmission of these the whole process falls apart. But the I-frames are the least compressed. Predicted (P) Frames are predicted from past I, or P frames, Bi-directional predicted frames offer the greatest compression and use past and future I & P frames for motion compensation. But they are the most sensitive to errors. The encoder will cycle through each frame and decide whether to do I, P, or B coding. The order will depend on the application. But roughly every twelve frames, an I-frame is created. If the encoder didn’t do this, any small errors would build up and the MPEG compressor would rapidly descend into an electronic form of Entropic “heat death”.

3.4.3 Buffer control 

By removing much of the redundancy from the source images, the coder outputs a variable bit rate. The bit rate depends on the complexity and predictability of the source picture and the effectiveness of the motion-compensated prediction. 

For many applications, the bitstream must be carried in a fixed bit rate channel. In these cases, a buffer store is placed between the coder and the channel. The buffer is filled at a variable rate by the coder, and emptied at a constant rate by the channel. To prevent the buffer from under- or overflowing, a feedback mechanism acts to adjust the average coded bit rate as a function of the buffer fullness. For example, increasing the degree of quantizationapplied to the DCT coefficients may lower the average coded bit rate. This reduces the number of bits generated by the variable-length coding, but increases distortion in the decoded image. The decoder must also have a buffer between the channel and the variable rate input to the decoding process. The size of the buffers in the coder and decoder must be the same. 

MPEG-2 defines the maximum decoder (and hence coder) buffer size, although the coder may choose to use only part of this. The delay through the coder and decoder buffer is equal to the buffer size divided by the channel bit rate. For example, an MPEG-2 coder operating at 6 Mbit/s with a buffer size of 1.8 Mbits would have a total delay through the coder and decoder buffers of around 300 ms. Reducing the buffer size will reduce the delay, but may affect picture quality if the buffer becomes too small to accommodate the variation in bit rate from the coder VLC. 

3.5 Rate  Control and Adaptive Quantization:

This section describes the procedure for controlling the bit-rate of the Test Model by adapting the macroblock quantization parameter quantizer_scale. The algorithm works in three-steps
1 Target bit allocation: this step estimates the number of bits available to code the next picture. It is performed before coding the picture.

2 Rate control: by means of a “virtual buffer”, this step sets the reference value of the quantization parameter for each macroblock.

3 Adaptive quantization: this step modulates the reference value of the quantization parameter according to the spatial activity in the macroblock to derive the value of the quantization parameter, mquant that is used to quantize the macroblock.

Step 1 - Bit Allocation

Complexity estimation

After a picture of a certain type (I, P, or B) is encoded, the respective “global complexity measure” (Xi, Xp, or Xb) is updated as: 
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where Si, Sp, Sb are the number of bits generated by encoding this picture and Qi, Qp and Qb are the average quantization parameter computed by averaging the actual quantization values used during the encoding of the all the macroblocks, including the skipped macroblocks.

Initial values
Xi = (160 * bit_rate) / 115 

Xp = (60 * bit_rate) / 115 

Xb = (42 * bit_rate) / 115

bit_rate is measured in bits/s.

Picture Target Setting

The target number of bits for the next picture in the Group of pictures (Ti, Tp, or Tb) is computed as: 
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Where: 

Kp and Kb are “universal” constants dependent on the quantization matrices.R is the remaining number of bits assigned to the GROUP OF PICTURES. R is updated as follows:

After encoding a picture , R = R - Si,p,b

Where is Si,p,b is the number of bits generated in the picture just encoded (picture type is I, P or B).

Before encoding the first picture in a GROUP OF PICTURES (an I-picture):

R = G + R 

G = bit_rate * N / picture_rate 

N is the number of pictures in the GROUP OF PICTURES. 

At the start of the sequence R = 0.

Np and Nb are the number of P-pictures and B-pictures remaining in the current GROUP OF PICTURES in the encoding order.

Table 6.  - Example of Remaining pictures in GOP at frame 7

	I 
	B
	B
	P
	B
	B
	P
	B
	B
	P
	B
	B
	P

	
	R-bits
	
	
	
	
	
	

	
	Np = 3
	
	
	
	
	
	

	
	Nb = 4
	
	
	
	
	
	


Step 2 - Rate Control
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Fig. 19, Rate Control for P-pictures

Before encoding macroblock j (j >= 1), compute the fullness of the appropriate virtual buffer:

[image: image25.png]



or 
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or 
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…depending on the picture type.

Where 
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are initial full nesses of virtual buffers - one for each picture type.

Bj is the number of bits generated by encoding all macroblocks in the picture up to and including j.

MB_cnt is the number of macroblocks in the picture. 
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are the fullnesses of virtual buffers at macroblock j- one for each picture type.The final fullness of the virtual buffer ([image: image30.png]d;.dldl



: j = MB_cnt) is used as [image: image31.png]dy,dy df



for encoding the next picture of the same type.

Next compute the reference quantization parameter Qj for macroblock j as follows: 
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where the “reaction parameter” r is given by 
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[image: image84.wmf]and dj is the fullness of the appropriate virtual buffer.The initial value for the virtual buffer fullness is: 

Step 3 - Adaptive Quantization

Compute a spatial activity measure for the macroblock j from the four luminance frame-organized sub-blocks (n=1..4) and the four luminance field-organized sub-blocks (n=5..8) using the intra (i.e. original) pixel values:

[image: image34.png]act; = 1+ min( vbilky vbiky,.... vhiky)




where [image: image35.png]2
! — P_mean,)
vhik, = 54XZ( e




and 
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and Pk are the sample values in the n-th original 8*8 block.

Normalize actj:
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avg_act is the average value of actj the last picture to be encoded. On the first picture, avg_act = 400.

Obtain mquantj as: 
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where Qj is the reference quantization parameter obtained in step 2. The final value of mquantj is clipped to the range [1..31] and is used and coded as described in either the slice or macroblock layer.

Known Limitations

· Step 1 does not handle scene changes efficiently. 

· A wrong value of avg_act is used in step 3 after a scene change. 

· VBV compliance is not guaranteed. 

3.6 Profiles and levels 

MPEG-2 video is an extension of MPEG-1 video. MPEG-1 was targeted at coding progressively scanned video at bit rates up to about 1.5 Mbit/s. MPEG-2 provides extra algorithmic ‘tools’ for efficiently coding interlaced video and supports a wide range of bit rates. MPEG-2 also provides tools for ‘scalable’ coding where useful video can be reconstructed from pieces of the total bitstream. The total bitstream may be structured in layers, starting with a base layer (that can be decoded by itself) and adding refinement layers to reduce quantization distortion or improve resolution. 

A small number of subsets of the complete MPEG-2 tool kit have been defined, known as profiles and levels. A profile is a subset of algorithmic tools and a level identifies a set of constraints on parameter values (such as picture size or bit rate). The profiles and levels defined to date fit together such that a higher profile or level is superset of a lower one. A decoder, which supports a particular profile and level, is only required to support the corresponding subset of algorithmic tools and set of parameter constraints. 

3.6.1 Details of non-scalable profiles: 

Two non-scalable profiles are defined by the MPEG-2 specification. 

The simple profile uses no B-frames, and hence no backward or interpolated prediction. Consequently, no picture reordering is required (picture reordering would add about 120 ms to the coding delay). With a small coder buffer, this profile is suitable for low-delay applications such as video conferencing where the overall delay is around 100 ms. Coding is performed on a 4:2:0 video signal. 

The main profile adds support for B-pictures and is the most widely used profile. Using B-pictures increases the picture quality, but adds about 120 ms to the coding delay to allow for the picture reordering. Main profile decoders will also decode MPEG-1 video. Currently, most MPEG-2 video decoder chip-sets support the main profile at main level.3.6.2 Details of scalable profiles: 

The SNR profile adds support for enhancement layers of DCT coefficient refinement, using the ‘signal to noise (SNR) ratio scalability’ tool. Fig. 4 shows an example SNR-scalable coder and decoder. 
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Fig. 20, (a) SNR-scalable video coder; (b) SNR-scalable video decoder.

The codec operates in a similar manner to the non-scalable codec shown in Fig. 2, with the addition of an extra quantization stage. The coder quantizes the DCT coefficients to a given accuracy; variable-length codes them and transmits them as the lower-level or ‘base-layer’ bitstream. The quantization error introduced by the first quantizer is itself quantized, variable-length coded and transmitted as the upper-level or ‘enhancement-layer’ bitstream. Side information required by the decoder, such as motion vectors, is transmitted only in the base layer. 

The base-layer bitstream can be decoded in the same way as the non-scalable case shown in Fig. 2(b). To decode the combined base and enhancement layers, both layers must be received, as shown in Fig. 4(b). The enhancement-layer coefficient refinements are added to the base-layer coefficient values following inverse quantization. The resulting coefficients are then decoded in the same way as the non-scalable case. 

The SNR profile is suggested for digital terrestrial television as a way of providing graceful degradation. 

The spatial profile adds support for enhancement layers carrying the coded image at different resolutions, using the ‘spatial scalability’ tool. Fig. 5 shows an example spatial-scalable coder and decoder. 
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Fig. 21,(a) Spatial-scalable video coder; (b) spatial-scalable video decoder.

Spatial scalability is characterized by the use of decoded pictures from a lower layer as a prediction in a higher layer. If the higher layer is carrying the image at a higher resolution, then the decoded pictures from the lower layer must be sample rate converted to the higher resolution by means of an ‘up-converter’. 

In the coder shown in Fig. 5(a), two coder loops operate at different picture resolutions to produce the base and enhancement layers. The base-layer coder produces a bitstream, which may be decoded in the same way as the non-scalable case. The enhancement-layer coder is offered the ‘up-converted’ locally decoded pictures from the base layer, as a prediction for the upper-layer block. This prediction is in addition to the prediction from the upper-layer’s motion-compensated predictor. The adaptive weighting function, W in Fig. 5(a), selects between the prediction from the upper and lower layers. 

As with SNR scalability, the lower-layer bitstream can be decoded in the same way as the non-scalable case. To decode the combined lower and upper layers, both layers must be received, as shown in Fig. 5(b). The lower layer is decoded first and the ‘up-converted’ decoded pictures offered to the upper-layer decoder for possible use as a prediction. The upper-layer decoder selects between its own motion-compensated prediction and the ‘up-converted’ prediction from the lower layer, using a value for the weighting function, W, transmitted in the upper-layer bitstream. 

The spatial profile is suggested as a way to broadcast a high-definition TV service with a main-profile compatible standard-definition service. 

The high profile adds support for coding a 4:2:2 video signal and includes the scalability tools of the SNR and spatial profile. 

3.6.3 Details of levels: 

MPEG-2 defines four levels of coding parameter constraints. Table 7 shows the constraints on picture size, frame rate, bit rate and buffer size for each of the defined levels. Note that the constraints are upper limits and that the codecs may be operated below these limits (e.g. a high-1440 decoder will decode a 720 pixels by 576 lines picture). 

In broadcasting terms, standard-definition TV requires main level and high-definition TV requires high-1440 level. The bit rate required to achieve a particular level of picture quality approximately scales with resolution. 

	Level
	Max. frame,
width, pixels
	Max. frame,
height, lines
	Max. frame,
rate, Hz
	Max. bit rate,
Mbit/s
	Buffer size,
bits

	Low
	352
	288
	30
	4
	475136

	Main
	720
	576
	30
	15
	1835008

	High-1440
	1440
	1152
	60
	60
	7340032

	High
	1920
	1152
	60
	80
	9781248


Table 7: MPEG-2 levels: Picture size, frame-rate and bit rate constraints.

3.7 CONCLUSION: 

MPEG-2 has been very successful in defining a specification to serve a range of applications, bit rates, qualities and services. 

Currently, the major interest is in the main profile at main level (MP@ML) for applications such as digital television broadcasting (terrestrial, satellite and cable), video-on-demand services and desktop video systems. Several manufacturers have announced MP@ML single-chip decoders and multichip encoders. Prototype equipment supporting the SNR and spatial profiles has also been constructed for use in broadcasting field trials. 

The specification only defines the bitstream syntax and decoding process. Generally, this means that any decoders which conform to the specification should produce near identical output pictures. However, decoders may differ in how they respond to errors introduced in the transmission channel. For example, an advanced decoder might attempt to conceal faults in the decoded picture if it detects errors in the bitstream. 

For a coder to conform to the specification, it only has to produce a valid bitstream. This condition alone has no bearing on the picture quality through the codec, and there is likely to be a variation in coding performance between different coder designs. For example, the coding performance may vary depending on the quality of the motion-vector measurement, the techniques for controlling the bit rate, the methods used to choose between the different prediction modes, the degree of picture preprocessing and the way in which the quantizer is adapted according to the picture content. 

The picture quality through an MPEG-2 codec depends on the complexity and predictability of the source pictures. Real-time coders and decoders have demonstrated generally good quality standard-definition pictures at bit rates around 6 Mbit/s. As experience of MPEG-2 coding increases, the same picture quality may be achievable at lower bit rates. 

Chapter 4

Dynamic Motion Vector Bypass 

4.1 Computational Complexity:

One of the issues under focus in this thesis, besides the amount of bandwidth adaptation required for today’s internet is, the speed of the transcoder. Transcoding is computationally very expensive process. It is now that powerful machines have come, as PCs in the market, but in earlier days computers weren’t that powerful as compared to today’s computers. The speed of the transcoding process was the important issue in focus. Hence considerable amount of work exists in the field of optimizing the transcoder in terms of speed. Some of the works are cited and explained in brief during chapter 2, in section 2.4.4.  As summarized, most of the works concentrate on optimizing the transcoder in terms of computational complexity. But increasing the speed of the trancoder comes with a trade-off that it also reduces the quality of the video. Hence proper amount of computational complexity is to be reduced to preserve the quality of the video at the acceptable level for the human eye.

Most of the transcoding schemes are DCT based and employ both motion-estimation and motion-compensation. Around 60% of the encoding time is spent in motion estimation and 11% of the time is spent in motion compensation. Both these processes are the part of the temporal prediction logic explained in chapter 3, section 3.3.5.Hence to achieve the transcoding speed, one needs to focus on reducing the computational complexity of these processes. To better understand the technique implemented to achieve the speed of the transcoder, lets discuss the processes in little more detail as compared to previous sections of the thesis.

4.2 Overview of Motion compensation

Motion-compensation is the important part of the MPEG-2 or any DCT based predictive coding scheme. The prediction logic is explained in brief in chapter 3, section 3.3.5. Lets discuss it in more detail. 

According to the temporal prediction logic, to exploit the temporal redundancy associated between the video frames, the co-ordinates of the redundant macroblocks along with the pixel difference of each macroblock are sent instead of the macroblocks itself. The co-ordinates are called “Motion Vectors” and the pixel difference of each macroblock is called Prediction-error.

For exploiting the redundancy, search algorithms are implemented to find the best match for the current macroblock of current frame with respect to the past or future frame. The motion-estimation routine employs the search algorithm to find the match and estimate the motion vectors for that macroblock. 
4.3 Motion-Vector Bypass Scheme:

In most of the transcoding architectures, decoding is performed to extract the information regarding the original bitstream which was coded at a different quantization level and bit rate. Some of this information can be re-used at the time of re-encoding with proper optimization. Motion vector information and macroblock coding type information are such kind of information. This macroblock information will be shortly overviewed in the coming sections. To see how much of this information can be re-used; we performed some experiments to see how much of the information is redundant.

4.3.1 Experiment Setup:
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Fig. 22, Experimental setup for MV Bypass scheme.

As u see from the figure 22, there are two units that are being implemented into the original transcoding system, the “COMPARATOR” and the “CONVERTER”. The Motion-vectors of the decoder are named as RAW MVs. There are MVs which are estimated and predicted at the re-encoder and are called Re-encoder MVs in the diagram above. Both these are fed into COMPARATOR, which will compare the RAW MVs with the Re-encoder MVs.  Both the set of MVs were studied and compared for quite a few videos. Around 70% of the macroblock attributes match exactly and the rest of them had impairments. Hence these impairments needed to be refined which led to the development of the CONVERTER logic. To better understand the CONVERTER logic, let’s look at the macroblock information associated with the MV information. 

4.3.2 Macroblock information
Table 8: Macroblock attributes and their possible values

	Attributes                       
	                   Types

	     Mb_type
	[Intra/forward/backward/interpolated]

	     motion_type
	[Frame/field/16x8/dual_prime]

	     Skipped
	[Skipped macroblock]

	     MV [2][2][2]
	[Motion vectors]

	 mv_field_sel[2][2]
	[Motion vertical field select – to select top or bottom field]

	Picture_type
	I/P/B/D

	Picture_structure
	Top field/bottom field/frame


As we know from chapter 3, that video frames can be coded as frame or field type. The frame type is called Progressive frame and the field type is called the interlaced frame.

I. As we can see the MV parameter can take 8 possible values. It can have forward or backward or both forward and backward motion vectors. Forward motion vectors are those, which are estimated from the previous frame, and backward motion vectors are those, which are estimated from the future frame.

II. Mb_type indicates if the macroblock can be intra or inter. The inter types can be any of the forward, backward or interpolated. That means the MB can have forward, backward or both kinds of motion vectors.

III. Motion_type indicates if the macroblock has to be coded as any of the above-mentioned types. Though it allows 4 modes, the mostly used types are frame and field.

IV. Skipped macroblock is the one, which does not have to be estimated and predicted, but to be sent as it is. 

V. Picture_type indicates if the frame is I, P or B frame. As we know there are I-Intra, P-Predicted and B- Bi-interpolated frames in MPEG-2.

VI. Picture_structure will indicate if the frame is to be coded as frame or field type.

4.3.3 Problems and impairments:

· The passed MV’s, coming from the decoder, which were computed at the front encoder for quantization factor Q1, may be not suitable due to different quantization in re-encoder. (Q1 is not equal to Q2). 

· Macroblocks can have field motion vectors, though the motion_type indicates it as frame type due to the impairments caused during the loss. 

· Macroblocks might not have information as been indicated by the macroblock_type attribute and the second case possible is that the attribute has an invalid value such as zero.

· MB’s might be coded in the wrong mode. For instance, a MB that should be coded in a SKIPPED mode at re-encoder due to larger quantization making all coefficients zero could be coded as an INTER MB since it was coded as an INTER MB at the transmitter.

· Prediction error Drift problem.

Before we go on to look at the “CONVERTER “ logic, lets discuss the drift problem described as the last point in the problems list.

Drift problem:

As discussed earlier in the prediction logic, that instead of the macroblock itself from  (prediction error matrix + motion vectors) are coded for P and B frames if present. Prediction error is given by
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Where Ic(x,y) = value of the pixel at the co-ordinate (x,y) in the current frame.

Ir(x,y) = value of the pixel at the co-ordintate (x,y) in the reference frame.

Mrc      = Motion vector for the frame c relative to frame r.

Since the quantization step Q1 at the transmitter is different than the quantization step Q2 at the transmitter, the prediction error matrix for the same macroblock during transmitting and re-encoding would be different. This effect is called “Drift in the transcoder”. It is given as follows:
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The MPEG-2 TM5 model takes care of the drift problem by re-calculating the prediction error for each macroblock at the re-encoder. 

4.3.4 CONVERTER LOGIC:
The table below refines all the impairments present in the bitstream that was decoded and also prevents the possible impairments by putting the checks for the various macroblock attributes. Below is the table, which gives the procedure, employed in the CONVERTER logic.

Table 9: MV – Refining Table.

	At Q1

(Front encoding)
	Refining procedure
	At Q2

(Transcoding)

	Macroblock_Type
	Intra
	No
	Macroblock_Type
	Intra

	 
	Skipped
	No
	 
	Skipped

	Picture_type
	Field/

Frame
	Need to check the MVs for second field. If exists, make them zero.
	Picture_type
	Frame

	Macroblock_Type
	Inter
	Check all the attributes of the macroblocks, 
	 
	 

	 
	If they are zero
	Macroblock_Type
	Skipped

	 
	If they are not zero
	Macroblock_Type
	To be recalculated.

	Macroblock-type
	 Zero
	Evaluate the other attributes and set the attribute to the appropriate value
	Macroblock_Type
	Appropriate value.

	Motion_type 
	
	Check to see if it is right by checking the dependant attributes.
	Motion_type 
	Appropriate value.


The drift problem is take care of by plugging the CONVERTER logic or MV-Refiner before the prediction error is calculated in the Prediction part of the motion-compensation routine in re-encoding as shown in the diagram.  Since all the impairments were taken care off, it was possible to fully bypass the motion-estimation routine from the re-encoder, which would lead to lot of timesavings. Hence the technique was named “ Motion-Vector Bypass “. Lets see the transcoder architecture after the implementation of the scheme.

4.3.5 Architecture:
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Fig. 23, Block diagram of transcoder architecture with MV bypass implemented.

As we can see from the figure above that MV from the decoder are directly been supplied to the MV – Refiner unit that employs the CONVERTER logic and removes the impairments present and possible during re-encoding. As u can also see that the MV-Refiner unit is implemented before the Drift Corrector unit. The detailed implementation the scheme can be seen diagrammatically in the (APPENDIX A)

4.4 Dynamic Motion-Vector Bypass:


[image: image45]
Fig. 24, State diagram for dynamic MV bypass in transcoder.

As seen from the state diagram above, the transcoder can be in any of these four states at a given time. There are files named bypass.par for entire re-encoding and Framedecinfo.txt for each frame to store the decoded MVs inside it. The bypass.par contains the flag for implementing bypass, which can be set by the user.

The transcoder can operate in 4 states. In addition to motion vector bypass / full logic mode, it can also choose between a dynamic and non-dynamic states. Once, the transcoder moves into non-dynamic state, its mode becomes final and cannot be changed. This transcoding system is intended for processing stream inside a programmable network such as active network.

Chapter 5

BIT RATE SCALABILITY

5.1 Tiling

As mentioned earlier in chapters 1 and 2, that the focus of this thesis is on the speed of the transcoder and also amount of bit rate adaptation required. The amount of bit rate adaptation is also called bit rate scalability. In this chapter, we will be discussing the proposed technique in detail for higher bit rate scalability. The proposed technique is called “TILING”. Tiling is a resolution-reduction scheme. There have been few works cited in the literature regarding the resolution reduction based technique. In those works, the technique is used mostly to reduce the computational complexity of the transcoder.   

In this chapter we will be discussing, how the technique is used for bit rate control in the transcoder as an alternative to the traditional quantization based rate control described in chapter 3, section 3.5. The chapter also describes how the traditional quantization based scheme and the tiling scheme can be used jointly to achieve the best of both of the schemes. It will also describe the method and analysis of the optimum operation point of the joint scheme.

5.1.1 Tiling process: 
[image: image46]
Fig. 25, Block diagram of tiling process.

Tiling (T) acts as a second means for rate adaptation in the proposed transcoder. The tiling operation can be explained from the diagram above. The frame of the video is viewed as a matrix of pixels. Each pixel can be viewed as rectangular entity in that frame. In tiling generally k spatially adjacent pixels from the base frame (F) are merged into one sample called tile. The tile size is denoted by k.  The tiling operation can be represented as following where the base frame F of size with height (h) and width (w) is converted into a tiled frame (FT ) with height (ht) and width (wt ) of smaller dimension using tile filter Wk:
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Since we are using Tiling as a means for Rate Control, it is required that we choose the filter with minimal error and high flexibility. In other words, using the filter it should be possible to reduce the size of the original to any needed reduced size.

5.1.2 LSAT

Several techniques for tiling have been investigated under image scaling techniques. Such as digital differential analyzer (DDA).  

For our case we used a linear surface approximation (LSAT) based 2D DDA tiling process. It is a weighted average based on the surface area overlap. Each tile and pixel has rectangular area coverage. If ai is the area covered by a pixel xi and aT is the area covered by the tile T, then the value of the tile T is determined by:
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LSAT tiling process enables reduction of video frame size beyond what can be achieved by quantization. The LSAT mechanism shown here creates zero error for linearly distributed pixels. However, for curve surfaces it creates a gradual smoothing effect and just like the traditional quantization, it creates gradual loss of image quality and correspondingly yields higher compression.

Implementation of LSAT algorithm:

We will explain the algorithm in brief using the diagram below:
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Fig. 26, Brief step-wise representation of the Tiling algorithm.

The procedure below is for one iteration of tile determination. The procedure is put in the loop to achieve tiles for all the original pixels.

Step 1: To calculate the co-ordinates for the current tile so as to exactly know which pixels will form the tile and how much area of the pixels to be included. 

Step 2: To create a window to include all the pixels necessary for the creation of the tile.

Step 3: To scan the pixels of the window horizontally so as to find the pixels which are non-aligned horizontally. To calculate the area of the pixel that would be included in the tile horizontally.

Step 4:  To scan the pixels of the window which are vertically non-aligned and then calculate the area of the tile again, which will give the total area of the tile.

Step 5: To find the value of the tile by dividing the value of the pixel in the area of the tile with the area of the tile.

5.1.3 Implementation of Tiling:

5.1.3.1 Transcoder architecture after tiling:

The diagram below will help one to understand the implementation of tiling in the transcoder.
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Fig. 27, Transcoder architecture with Tiling implemented.

We have used the Berkeley’s TM-5 model for transcoding the MPEG-2 bitstreams. The codec structure of the transcoder is similar to the codec structure of MPEG-2 explained in chapter 3, section 3.4.1. 

As we can see from the figure 27, that the tiling filter is being implemented at the stage of the transcoder when the input bit stream is decoded and being stored into the Y, U and V components identified by the block name “TILER” in the diagram. The pixel matrices of all the above components within the input bitstream are passed to the “TILER” and been converted to the pixel matrices of the reduced size according to the tiling factor supplied to the tiling filter. We will see in the next section, how the reduction of the input video is achieved according to the output bit rate.

5.1.3.2 Motion-Vector Re-calculation:

Another important modification that u can see in the transcoding architecture is implementation of MV-Recalculator implying motion-vector re-calculator. The concept of Motion vectors is studied in chapter 3 during the explanation of temporal prediction used to remove temporal redundancy.  

The motion-vectors of the original bit stream cannot be re-used for the re-encoding purposes since the number of macroblocks at the time of re-encoding will be reduced. Since the video is not clipped but reduced, the macroblocks of the reduced video frame are not the same as the macroblocks of the original video frame but rather are calculated from the original macroblocks.

The algorithm for the motion-vector re-calculation is developed and implemented on the same lines as that of the LSAT tiling filter with a change that, it is applied on the matrix of macroblocks and the entities involved are forward and backward motion vectors of each macroblock if present. The source-code of the algorithm can be viewed from the APPENDIX C.

5.1.4 Rate Control by Tiling:

Algorithm:

Step 1:  Determine the size of the tile (k) from the input and output bit rates from the followingequation:  

K = Input Bit rate/Output bit rate

Step 2: To obtain the horizontal and vertical tiling factors by taking the square root of the K obtained in the first step.

Kv=kh= sqrt(K)

In the figure 27, its explained that, kv = h/ht and kh = w/wt, where kv an kh are vertical and horizontal tiling factors. Vertical tiling factor gives the number of pixels to be merged vertically and horizontal tiling factor gives number of pixels to be merged horizontally.

Step 3: To obtain the required reduced height and width of the video.

Resized width = Original_width/Kh

Resized height = Original_height/Kv

5.2 Joint Error Analysis

Now we will provide a joint analysis of the distortion created by the combined use of the tiling and quantization processes that can be used by the rate transcoder. 

When finit(x) is the distribution of the original samples, the error created by the first stage quantization is given by: 
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The error created by tiling is given by the variance of the distortion created by the process. Here ftile(x) is the probability distribution function of the tiled values, and can be determined from the TM5 operations for certain distributions. In LSAT interpolation the loss occurs during the initial linear approximation of the surface defining the pixel values in the tile area. Thus the error created by tiling can be considered to be bounded by the variance of the distortion created by the piece-wise linear approximation in the tiling operation and is given by the following:
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The error added by the second stage quantization of the tiles is given by:
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Let rm,T is the quantization decision level of the effective quantizer corresponding to the tile that includes pixel xi. The joint error is given by:
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The distortion can be computed in a logarithmic format by means of PSNR. In image processing the peak-signal-to-noise-ratio (PSNR) is defined as:
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The value 255 refers to the maximum possible value of the pixel value and ( refers to the current pixel value.

5.3 Joint Entropy Analysis

To understand this part of the thesis it is necessary to know the meanings of the various parameters that will be seen in the forthcoming discussion. To understand the meanings and the values of these parameters, refer to APPENDIX B (optimum tiling parameters.)

The bit rate resulting from the re-quantization and tiling process can be estimated based on entropy analysis. For requantization the probability that x is in the m-th tiling interval is given by:
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These intervals are uneven however with bound 1. The entropy of each symbol is then given by:
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Let us assume that F is the initial samples/frame, k is the tiling factor (samples/tile), B is the number of tiles in each encoding block (Macro Block for MPEG) [number of encoding units in a frame i.e. macro-blocks?] and H is the amortized coding block overhead. Then the bit requirement for each frame due to quantization is given by:
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Here α (<1) is the compression factor due to non-quantization techniques used (such as variable length decoding]. 

5.4 Transcoding Modes:

After implementing tiling, the transcoder can at least work in two modes.

The first mode is called mute mode, in which only quantization based scheme is used. That means, no tiling is used for rate control. In the second mode, only tiling is used for the rate control and is called the aggressive mode. 

However to achieve least distortion, that is to get the best of both the schemes, we have also investigated the third mode called, Optimum Hybrid. Lets discuss each of them in brief.

5.4.1 Mute- Quantization only Reduction  

If we use only quantization as a means of reduction, then this Q-only schemes quantization factor for any given outgoing data rate R can be estimated from equation (20) with k=1. 
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Thus:
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5.4.2 Aggressive- Tiling only Reduction  

In opposite, extreme a tiling only (T-only) reduction can reduce samples without directly reducing the quantization factor. Since, tiling proportionately reduces the header as well as samples, the tiling factor can be computed simply as a ratio of incoming and outgoing bit rate.
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5.4.3 Optimum - Hybrid Reduction 

The least distortion best results can be obtained if we use a Hybrid scheme, which prudently uses both, tiling as well as quantization. Now we demonstrate the optimum choice of the tiling factor and the number of quantization levels. The optimality is defined in the sense where for a given bit rate the overall distortion can be minimized.  We show the solution for uniform sample distribution and linear sample surface approximation. We will track the bounds on the maximum distortion that can be generated in each of the processes. 

Let s is the average slope-factor of the sample surface. The average distortion generated by the tiling process is given by:
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Under the given assumptions the error is bounded by:
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Let R is the choice of bit-allocation per frame (MPEG-2 TM5 model), then:
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The number of first stage quatization levels (n) is not selectable at transcoding stage. We can solve for minimum E by:
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This gives the optimum quantization steps:
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And the optimum tiling factor:
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Chapter 6

Results

6.1 Motion Vector Bypass:

6.1.1 Speed-up Analysis and Results:
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Fig. 28, Speed gain  for  coding  with  different Motion Vector search area.

The first graph shows the speed gain by implementing the motion-vector bypass scheme in the transcoder for different search area. It shows that with decreasing the search area for the matching macroblock in the past or future frame in the process of motion-estimation as explained in the earlier chapters, the maximum speed up gained is 3 times. But with the bypass scheme being implemented with the maximum search area of (32,32), the speed gain is approximately 10 times than the original encoding with the same search area.

[image: image70.emf]Number of frames per second/Encoding method

1.58

0.83

0.78

0.45

0.39

0.31

0.15

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Coding options

Frames per second

MV bypass

encoding

Original encoding

P8 B8

Original encoding

P16 B8

Original encoding

P32 B8

Original encoding

P16 B16

Original encoding

P32 B16

Original encoding

P32 B32


Fig. 29, Number of frames per second for coding with different MV-search area.

6.1.2 Quality analysis and results:

As mentioned earlier, that any speed up in the transcoder comes with a tradeoff in loosing quality of the video. We have measured the quality of video in terms of SNR 

(Signal to noise ratio). The formula for PSNR calculation is shown in chapter 5, section 5.2.

The graph below reveals that for different video sizes (704x480, 352x240, 176x120) at different output bit rates the quality of the video goes down by approximately 0.9 DB (unit for measuring SNR)
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Fig. 30, PSNR graph for various videos with MV bypass and without it.

6.2 Various Transcoding Modes:

6.2.1 Analysis of Optimum tiling and Quantization factor
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Fig. 31, Graph for optimum tiling factor and quantization factor.

As we can see from the figure 31, that analysis of the optimum tiling factor(k-opt), aggressive tiling factor(K-Tonly) , optimum quantization factor(M-opt) and Mute-only quantization step size(M-Qonly) have been depicted. The quantization factor is taken to be the inverse of the quantization step size used .

As we can see that M(Q-only ) decreases exponentially with the decrease in the output bit rate and gradually flatens out at around 2 Mbps. Hence it tells that compression after around 2 Mbps is not achieved. 

The curve for  the M-opt  decreases linearly with the linear decrease in the bit rate. Hence linear compression is achieved , which is the optimum solution achievable.

The curve for the K(T-only)  is more steeper at the end bit rates as compared to the K-opt curve. Hence compression by tiling is controlled by optimally distributing with the quantization factor.

In Figure 31, we show the predicted optimum tiling factor (kopt) and quantization steps for various target reduction rates (mopt).  Let d is the sample density. For 4:4:4, 4:2:2, and 4:2:0 video d is respectively 3, 2 and 1.5 samples/pixel. Thus for a frame size of X x Y pixels, F= X.Y/d samples/frame. We started with an initial 256 step quantizes 740x480 sized 10 Mbps encoded high quality 4:2:0 MPEG-2 video. The plot shows both the predicted optimum m and k for various reductions (encoding α=0.033, H=50 bits, and s=10).  

6.2.2 Compression analysis and results:

The graph below shows the amount of compression achieved in all the three-transcoding modes (Mute, Aggressive, Optimum) indicated by (Q-only, K-only, K-opt) respectively. Videos of two sizes (704x480, 352x240) were chosen for data collection. The output bit rate ranges from 10 Mbps – 0.1 Mbps. The Y-axis shows the size of the video in Kbytes (Kilobytes) and the X- axis shows the output bit rate in Mbps (megabits per second).  It is noticeable from the graph that there is a difference in compression at lower bit rates in the Mute transcoding mode as compared to the other two modes. The compression seems more in the other two modes.
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Fig. 32,Video sizes at different bit rates for each type of trancoding mode.

Lets look at the lower bit rate region in the above graph more closely from the graph below. The difference in compression achieved by the mute mode as compared to the other two modes is quite clear. The aggressive and optimum modes achieve higher compression than the mute mode. Also the compression achieved by the aggressive and the optimum mode is almost the same.
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Fig. 33, Lower bit rates analysis graph.

6.2.3 Quality analysis and results:

The graph below shows, how the quality of the original video is affected in all the three-transcoding modes (Mute, Aggressive, Optimum) indicated by (Q-only, K-only, K-opt) respectively. Videos of two sizes (704x480, 352x240) were chosen for data collection. The output bit rate ranges from 10 Mbps – 0.1 Mbps. The Y-axis shows the quality of the video in terms of PSNR (Peak Signal to Noise Ratio) and the X- axis shows the output bit rate in terms of Mbps (Megabits per second). 
As seen from the graph below, the quality of the video is better in the other two modes as compared to the mute-mode. 

Between the optimum and aggressive tiling, the optimum performs better in most of the lower bit rates as compared to the aggressive. It is also clear that the optimum mode is more effective with the video of   (352x240) size as compared to the other video size (704x480).
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Fig. 34, Quality  - PSNR of various transcoding modes with  given (bit rate range)

Chapter 7

CONCLUSIONS AND FUTURE WORK

The main objective of this research was to investigate techniques for higher bit rate adaptation, adaption for terminals of different processing power and display capabilities. In this chapter we will summarize the results in brief and give future directions regarding the area studied.

7.1 Conclusions

As studied and analysed in the chapter of results , we can conclude that the trancoder scheme being investigated has been able to achieve a speed-up of around 10 times using the Motion-Vector Bypass scheme. 

7.2 Future Works

· Transcoder can also be used dynamically inside a network or active network.
· Transcoder could also be used as a pre-processing tool on a video server.

· Optimum tiling parameter are at present specified by the user, but it  can be automated by using an optimization algorithm.
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APPENDIX A

System Design and Implementation

A.1 Detailed diagram for MV bypass implementation 
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Fig. 35, Detailed implementation of Motion Vector Bypass scheme.

A.2 Detailed diagram for MV bypass implementation and Tiling  
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Fig. 36, Detailed Implementation of MV Bypass and Tiling together

APPENDIX B  

System parameters

B.1 Decoded bitstream parameters 
Below are the decoded parameters that are sent to the the re-encoder by storing them in the file « test.par » which is accessed by the re-encoder.

Table 10 :  Decoded bit stream parameters 

	test%d    
	 nature of source files 

	-      
	 Name of reconstructed images (“-“: don’t store) 

	- 
	 Name of intra quant matrix file     (“-“: default matrix) 

	- 
	 Name of non intra quant matrix file (“-“: default matrix) 

	Stat. out  
	 Name of statistics file (“-“: stdout ) 

	0         
	 Input picture file format: 0=*.Y,*.U,*.V, 1=*.yuv, 2=*.ppm 

	20        
	 Number of frames 

	0         
	 number of first frame 

	00:00:00:00 
	 time code of first frame 

	15        
	 N (# of frames in GOP) 


	3         
	 M (I P frame distance) 

	0        
	 ISO IEC 11172-2 stream 

	0         
	 0:frame pictures, 1:field pictures 

	320       
	 horizontal_size 

	230       
	 vertical_size 

	2        
	 aspect_ratio_information 8=CCIR601 625 line, 9=CCIR601 525 line 

	5         
	sec. 

	3000000.0 
	 bit_rate (bits/sec ) 

	112       
	 Vbv_buffer_size (in multiples of 16 kbit) 

	0         
	 Low_delay  

	0         
	 Constrained_parameters_flag 

	4         
	 Profile ID: Simple = 5, Main = 4, SNR = 3, Spatial = 2, High = 1 

	8        
	 Level ID: Low = 10, Main = 8, High 1440 = 6, High = 4          

	0        
	 progressive_sequence 

	1         
	 chroma_format: 1=4:2:0, 2=4:2:2, 3=4:4:4 

	1         
	 video_format: 0=comp., 1=PAL, 2=NTSC, 3=SECAM, 4=MAC, 5=unspec. 

	5         
	 color_primaries 


	5         
	 transfer_characteristics 

	4         
	 matrix_coefficients 

	320      
	 display_horizontal_size 

	230       
	 display_vertical_size 

	0         
	 intra_dc_precision (0: 8 bit, 1: 9 bit, 2: 10 bit, 3: 11 bit )

	1         
	* top_field_first *

	0 0 0    
	* frame_pred_frame_dct (I P B) *

	0 0 0     
	* concealment_motion_vectors (I P B) *

	1 1 1   
	* q_scale_type  (I P B) *

	1 0 0     
	* intra_vlc_format (I P B)*

	0 0 0     
	* alternate_scan (I P B) *

	0         
	* repeat_first_field *

	0       
	* progressive_frame *

	0         
	* P distance between complete intra slice refresh *

	0         
	* rate control: r (reaction parameter) *

	0         
	* rate control: avg_act (initial average activity) *

	0         
	* rate control: Xi (initial I frame global complexity measure) *

	0         
	* rate control: Xp (initial P frame global complexity measure) *

	0         
	* rate control: Xb (initial B frame global complexity measure) *

	0         
	* rate control: d0i (initial I frame virtual buffer fullness) *


	0         
	* rate control: d0p (initial P frame virtual buffer fullness) *

	0         
	* rate control: d0b (initial B frame virtual buffer fullness) *

	2 2 11 11 
	* P:  forw_hor_f_code forw_vert_f_code search_width

	1 1 3  3  
	* B1: forw_hor_f_code forw_vert_f_code search_width

	1 1 7  7  
	* B1: back_hor_f_code back_vert_f_code search_width

	1 1 7  7  
	* B2: forw_hor_f_code forw_vert_f_code search_width

	1 1 3  3  
	* B2: back_hor_f_code back_vert_f_code search_width


B.2 Optimum tiling factor parameters:
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X = width of the video

Y = height of the video


Rout = Outgoing Bit Rate




FRAME-RATE used = 30 frames per second





B = Number of Macroblocks



H = MB overhead

R = bits per frame = Rout/ FRAME-RATE 



P = pixels per frame = X*Y



F = samples per frame] {here F=p*1.5 for 4:2:0, 2 for 4:2:2}

S = slope of the samples

ALPHA [a] = compression due to non-quantization techniques.


e  =2.7182

APPENDIX C 

Technical paper , Reports and source codes

C.1 Technical Papers:
· Javed I. Khan, Seung Su Yang, Qiong Gu, Darsan Patel, Patrick Mail, Oleg Komogortsev, Wansik Oh, and Zhong Guo Resource Adaptive Netcentric Systems: A case Study with SONET- a Self-Organizing Network Embedded Transcoder, Proceedings of the ACM Multimedia 2001, October 2001, Ottawa, Canada, pp617-620

· Javed I. Khan, Seung S. Yang, Darsan Patel, et. al, Resource Adaptive Netcentric Systems on Active Network: A Self-Organizing Video Stream that Auto Morphs Itself while in Transit via a Quasi-Active Network, Proceedings of the DARPA Active Networks Conference and Exposition, DANCE 2002, San Jose, CA May 21-24, 2002, IEEE Computer Society Press, [available at URL http://medianet.kent.edu/technicalreports.html, also mirrored at http://bristi.facnet.mcs.kent.edu/~javed/medianet/technicalreports.html] (accepted as full paper).
C.2 Technical Reports

· TR2000-10-01 A Performance Profile of MPEG-2 Transcoding with Motion Vector Reuse, October, 2000 [Patel, Oh]

· TR2001-01-01 Architectural Overview of Motion Vector Reuse Mechanism in MPEG-2 Transcoding, January, 2001 [Khan, Patel, ALL]
· TR2000-08-01 Architectural Overview of Medianet Multiprocessor Active Video Transcoder, August 2000.
· TR2001-02-02 Impact on Stream Compression and Video Quality Motion Vector Reuse Transcoding [Khan, Oleg]
C.3 Source Code

Transcoder with MV bypass and all the transcoding modes   implemented is available here.

http://niihau.medianet.kent.edu/dpatel/thesis_working/thesis_resize/s-mvX-p
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F = Original Frame


ai = area of the pixel


Wk = Tiling filter


FT = Tiled Frame


aT = area of tile





Kh = horizontal tiling factor


Kv = vertical tiling factor.


K = overall tiling factor.
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						34		102		10.2		10.5		10		0.3		0		30.6		0		50.4		10		105.2						34		96		34.5

						35		116		10.5		10.8		10		0.3		0		34.8		0		34.8		10		105.2						35		96		35.5

						36		100		10.8		11.1		10		0.2		0.1		20		10		20		10		105.2						36		96		36.5

						37		101		11.1		11.4		11		0.3		0		30.3		0		40.3		11		115.3						37		96		37.5

						38		120		11.4		11.7		11		0.3		0		36		0		36		11		115.3						38		67.2		38.5

						39		130		11.7		12		11		0.3		0		39		0		39		11		115.3						39		0		39.5

						40		140		12		12.3		12		0.3		0		42		0		42		12		119.4						40		0		40.5

						41		125		12.3		12.6		12		0.3		0		37.5		0		37.5		12		119.4						41		0		41.5

						42		99		12.6		12.9		12		0.3		0		29.7		0		29.7		12		119.4						42		0		42.5

						43		102		12.9		13.2		12		0.1		0.2		10.2		20.4		10.2		12		119.4						43		0		21.5

						44		116		13.2		13.5		13		0.3		0		34.8		0		55.2		13		103.2

						45		96		13.5		13.8		13		0.3		0		28.8		0		28.8		13		103.2

						46		96		13.8		14.1		13		0.2		0.1		19.2		9.6		19.2		13		103.2

						47		96		14.1		14.4		14		0.3		0		28.8		0		38.4		14		96

						48		96		14.4		14.7		14		0.3		0		28.8		0		28.8		14		96

						49		96		14.7		15		14		0.3		0		28.8		0		28.8		14		96

						50		96		15		15.3		15		0.3		0		28.8		0		28.8		15		96

						51		96		15.3		15.6		15		0.3		0		28.8		0		28.8		15		96

						52		96		15.6		15.9		15		0.3		0		28.8		0		28.8		15		96

						53		96		15.9		16.2		15		0.1		0.2		9.6		19.2		9.6		15		96

						54		96		16.2		16.5		16		0.3		0		28.8		0		48		16		96

						55		96		16.5		16.8		16		0.3		0		28.8		0		28.8		16		96

						56		96		16.8		17.1		16		0.2		0.1		19.2		9.6		19.2		16		96

						57		96		17.1		17.4		17		0.3		0		28.8		0		38.4		17		96

						58		96		17.4		17.7		17		0.3		0		28.8		0		28.8		17		96

						59		96		17.7		18		17		0.3		0		28.8		0		28.8		17		96

						60		96		18		18.3		18		0.3		0		28.8		0		28.8		18		96

						61		96		18.3		18.6		18		0.3		0		28.8		0		28.8		18		96

						62		96		18.6		18.9		18		0.3		0		28.8		0		28.8		18		96

						63		96		18.9		19.2		18		0.1		0.2		9.6		19.2		9.6		18		96

						64		96		19.2		19.5		19		0.3		0		28.8		0		48		19		96

						65		96		19.5		19.8		19		0.3		0		28.8		0		28.8		19		96

						66		96		19.8		20.1		19		0.2		0.1		19.2		9.6		19.2		19		96

						67		96		20.1		20.4		20		0.3		0		28.8		0		38.4		20		96

						68		96		20.4		20.7		20		0.3		0		28.8		0		28.8		20		96

						69		96		20.7		21		20		0.3		0		28.8		0		28.8		20		96

						70		96		21		21.3		21		0.3		0		28.8		0		28.8		21		96

						71		96		21.3		21.6		21		0.3		0		28.8		0		28.8		21		96

						72		96		21.6		21.9		21		0.3		0		28.8		0		28.8		21		96

						73		96		21.9		22.2		21		0.1		0.2		9.6		19.2		9.6		21		96

						74		96		22.2		22.5		22		0.3		0		28.8		0		48		22		96

						75		96		22.5		22.8		22		0.3		0		28.8		0		28.8		22		96

						76		96		22.8		23.1		22		0.2		0.1		19.2		9.6		19.2		22		96

						77		96		23.1		23.4		23		0.3		0		28.8		0		38.4		23		96

						78		96		23.4		23.7		23		0.3		0		28.8		0		28.8		23		96

						79		96		23.7		24		23		0.3		0		28.8		0		28.8		23		96

						80		96		24		24.3		24		0.3		0		28.8		0		28.8		24		96

						81		96		24.3		24.6		24		0.3		0		28.8		0		28.8		24		96

						82		96		24.6		24.9		24		0.3		0		28.8		0		28.8		24		96

						83		96		24.9		25.2		24		0.1		0.2		9.6		19.2		9.6		24		96

						84		96		25.2		25.5		25		0.3		0		28.8		0		48		25		96

						85		96		25.5		25.8		25		0.3		0		28.8		0		28.8		25		96

						86		96		25.8		26.1		25		0.2		0.1		19.2		9.6		19.2		25		96

						87		96		26.1		26.4		26		0.3		0		28.8		0		38.4		26		96

						88		96		26.4		26.7		26		0.3		0		28.8		0		28.8		26		96

						89		96		26.7		27		26		0.3		0		28.8		0		28.8		26		96

						90		96		27		27.3		27		0.3		0		28.8		0		28.8		27		96

						91		96		27.3		27.6		27		0.3		0		28.8		0		28.8		27		96

						92		96		27.6		27.9		27		0.3		0		28.8		0		28.8		27		96

						93		96		27.9		28.2		27		0.1		0.2		9.6		19.2		9.6		27		96

						94		96		28.2		28.5		28		0.3		0		28.8		0		48		28		96

						95		96		28.5		28.8		28		0.3		0		28.8		0		28.8		28		96

						96		96		28.8		29.1		28		0.2		0.1		19.2		9.6		19.2		28		96

						97		96		29.1		29.4		29		0.3		0		28.8		0		38.4		29		96

						98		96		29.4		29.7		29		0.3		0		28.8		0		28.8		29		96

						99		96		29.7		30		29		0.3		0		28.8		0		28.8		29		96

						100		96		30		30.3		30		0.3		0		28.8		0		28.8		30		96

						101		96		30.3		30.6		30		0.3		0		28.8		0		28.8		30		96

						102		96		30.6		30.9		30		0.3		0		28.8		0		28.8		30		96

						103		96		30.9		31.2		30		0.1		0.2		9.6		19.2		9.6		30		96

						104		96		31.2		31.5		31		0.3		0		28.8		0		48		31		96

						105		96		31.5		31.8		31		0.3		0		28.8		0		28.8		31		96

						106		96		31.8		32.1		31		0.2		0.1		19.2		9.6		19.2		31		96

						107		96		32.1		32.4		32		0.3		0		28.8		0		38.4		32		96

						108		96		32.4		32.7		32		0.3		0		28.8		0		28.8		32		96

						109		96		32.7		33		32		0.3		0		28.8		0		28.8		32		96

						110		96		33		33.3		33		0.3		0		28.8		0		28.8		33		96

						111		96		33.3		33.6		33		0.3		0		28.8		0		28.8		33		96

						112		96		33.6		33.9		33		0.3		0		28.8		0		28.8		33		96

						113		96		33.9		34.2		33		0.1		0.2		9.6		19.2		9.6		33		96

						114		96		34.2		34.5		34		0.3		0		28.8		0		48		34		96

						115		96		34.5		34.8		34		0.3		0		28.8		0		28.8		34		96

						116		96		34.8		35.1		34		0.2		0.1		19.2		9.6		19.2		34		96

						117		96		35.1		35.4		35		0.3		0		28.8		0		38.4		35		96

						118		96		35.4		35.7		35		0.3		0		28.8		0		28.8		35		96

						119		96		35.7		36		35		0.3		0		28.8		0		28.8		35		96

						120		96		36		36.3		36		0.3		0		28.8		0		28.8		36		96

						121		96		36.3		36.6		36		0.3		0		28.8		0		28.8		36		96

						122		96		36.6		36.9		36		0.3		0		28.8		0		28.8		36		96

						123		96		36.9		37.2		36		0.1		0.2		9.6		19.2		9.6		36		96

						124		96		37.2		37.5		37		0.3		0		28.8		0		48		37		96

						125		96		37.5		37.8		37		0.3		0		28.8		0		28.8		37		96

						126		96		37.8		38.1		37		0.2		0.1		19.2		9.6		19.2		37		96

						127		96		38.1		38.4		38		0.3		0		28.8		0		38.4		38		67.2

						128		96		38.4		38.7		38		0.3		0		28.8		0		28.8		38		67.2

						129		96		38.7





calculate

		X		704

		Y		480

		VIDEO BW		10000000

		FRAME-RATE		50

		B [#OF MB]		1320

		H [MB overhead]		50

		RR [bits/frame]		200000		4:2:0		4:2:2		4:4:4

		P [pixels/frame]		337920		1.5		2		3

		F[samples/frame]		506880

		s [slopes/sample]		10

		ALPHA [a]		0.033		compression due to non quantization techniques.

		e		2.7182

												A		M(opt)		B		k(opt)		M(Q-only)

												B.H/R		256R/(a.s.F) * loge2		a.F/R * LOG2 (M)		A+B		POWER(2,(R-BH)/a.F)

												0.33		212.1726499287		0.6464243968		0.9764243968		257.9559694104

								500000

								BW		RR		A		M(opt)		B		k(opt)		M(Q-only)		k(T-only)

												B.H/R		256R/(a.s.F) * loge2		a.F/R * LOG2 (M)		A+B		POWER(2,(R-BH)/a.F)

										RR		A		M(opt)		B		k(opt)		M(Q-only)		k(T-only)

								500000		10000		6.6		10.6086324964		5.699181523		12.299181523		0.098217733		20

								1000000		20000		3.3		21.2172649929		3.6859427615		6.9859427615		0.1486469471		10

								1500000		30000		2.2		31.8258974893		2.7834515459		4.9834515459		0.2249686915		6.6666666667

								2000000		40000		1.65		42.4345299857		2.2611473808		3.9111473808		0.3404773065		5

								2500000		50000		1.32		53.0431624822		1.916615987		3.236615987		0.515293019		4

								3000000		60000		1.1		63.6517949786		1.670509773		2.770509773		0.7798666471		3.3333333333

								3500000		70000		0.9428571429		74.2604274751		1.4850079044		2.4278650472		1.1802837702		2.8571428571

								4000000		80000		0.825		84.8690599715		1.3396616904		2.1646616904		1.7862922892		2.5

								4500000		90000		0.7333333333		95.4776924679		1.2223919725		1.9557253058		2.7034516808		2.2222222222

								5000000		100000		0.66		106.0863249644		1.1255783935		1.7855783935		4.0915202035		2

								5500000		110000		0.6		116.6949574608		1.0441624208		1.6441624208		6.1922828857		1.8181818182

								6000000		120000		0.55		127.3035899572		0.9746468865		1.5246468865		9.3716676026		1.6666666667

								6500000		130000		0.5076923077		137.9122224537		0.9145324493		1.422224757		14.1834853599		1.5384615385

								7000000		140000		0.4714285714		148.5208549501		0.8619828093		1.3334113808		21.4658975846		1.4285714286

								7500000		150000		0.44		159.1294874465		0.81561687		1.25561687		32.4874138776		1.3333333333

								8000000		160000		0.4125		169.738119943		0.7743748452		1.1868748452		49.1678512996		1.25

								8500000		170000		0.3882352941		180.3467524394		0.7374292334		1.1256645275		74.4127436714		1.1764705882

								9000000		180000		0.3666666667		190.9553849359		0.7041239863		1.0707906529		112.6194510101		1.1111111111

								9500000		190000		0.3473684211		201.5640174323		0.6739319403		1.0213003614		170.4431273469		1.0526315789

								10000000		200000		0.33		212.1726499287		0.6464243968		0.9764243968		257.9559694104		1
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M(opt)

k(opt)

M(Q-only)

k(T-only)

Target bitrate (mbps)

Tiling Factor

Quantization Steps

Optimum Tiling and Quantization Factor
a=.033, H=50, s=10
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Sheet1

		h

		w

		lambda

		mbsize

		x=

		B=

		F=

		H=						0.6931471806

		R

		nmax=

		1

		sample		MMSE		SNR		k

		1		0		0

		2		0		0

		3		0		0

		4		0		0

		5		0		0

		6		0		0

		7		0		0

		8		0		0

		9		0		0

		10		0		0

		11		0		0

		12		0		0

		13		0		0

		14		0		0

		15		0		0

		16		0		0

		17		0		0

		18		0		0

		19		0		0

		20		0		0

		21		0		0

		22		0		0

		23		0		0

		24		0		0

		25		0		0

		26		0		0

		27		0		0

		28		0		0

		29		0		0

		30				0





Sheet4

		

								3		10								6.6666666667

						index		group		value		gp-sum		gp-avg		error		abs-error

						1		1		100		330		110		-10		10

						2		1		110		330		110		0		0

						3		1		120		330		110		10		10

						4		2		130		420		140		-10		10

						5		2		140		420		140		0		0

						6		2		150		420		140		10		10

						7		3		160		510		170		-10		10

						8		3		170		510		170		0		0

						9		3		180		510		170		10		10

						10		4		190		600		200		-10		10

						11		4		200		600		200		0		0

						12		4		210		600		200		10		10

						13		5		220		690		230		-10		10

						14		5		230		690		230		0		0

						15		5		240		690		230		10		10





Sheet3

		

						1		0		1		2		3		4		5		6		7		8		9		10								%interval sizes

						delta2-m		0		1		2		3		4		5		6		7		8		9		10						1		2		3		4		5		6		7		8		9		10

						1		0.625		1.625		2.625		3.625		4.625		5.625		6.625		7.625		8.625		9.625		10.625				1		1		1		1		1		1		1		1		1		1		1

						2		1.625		3.625		5.625		7.625		9.625		11.625		13.625		15.625		17.625		19.625		21.625				2		2		2		2		2		2		2		2		2		2		2

						3		1.625		4.625		7.625		10.625		13.625		16.625		19.625		22.625		25.625		28.625		31.625				3		3		3		3		3		3		3		3		3		3		3

						4		2.625		6.625		10.625		14.625		18.625		22.625		26.625		30.625		34.625		38.625		42.625				4		4		4		4		4		4		4		4		4		4		4

						5		3.625		8.625		13.625		18.625		23.625		28.625		33.625		38.625		43.625		48.625		53.625				5		5		5		5		5		5		5		5		5		5		5
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