System Architecture for perceptual encoding tools.
1. Components diagram:
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2. Components decription:
1. Eye Tracker Device Interface 

· OS: WINDOWS

· Objective: Connects to Eye Tracker through COM port and sends data to the player through TCP/IP sockets. This interface plays the role of bridge between eye tracker and player.
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· Use instructions:
a) Connection to the Eye tracke
1. Check, folder Normal should be selected.
2. Check Stream check box, than data would be streaming from eye tracker unit as fast   as it appears on it.
3. Press Continuous, than data would appear continuously on the screen 1 
4. Press Connect, after that Interface will connect to eye-tracker and data would appear on the screen 1
  After successful connection to Eye tracker there might be need in changing some parameters in Frame Status Panel. 


[image: image2]
Usually it is a good idea to play video file in the full screen mode, than there is no need to change any settings in the Video Frame Status Panel.
In the case when actual video image is less then the size of the screen. There is a need to identify the position of the video image regarding to Scene Window coordinates.
Ask subject to look at top left corner of the video image and press button Get Top Left.
New coordinates should be displayed near indicator Top Left Corner. Ask subject to look at top left corner of the video image and press button Get Bottom Right. New coordinates should be displayed near indicator Top Bottom Right.  Press button Activate new coordinates will be read by the system. Indicators Video Frame Width and Video Frame Height will show new width and height of the video frame respectively. Note that, indicator values vary from 0 to 261 digits in horizontal line and from 0 to 241 digits in vertical. These values are created by makers of eye-tracker equipment and they are virtual, they don't represent resolution of the Scene Window (display).
There are indicators X Eye Position in Frame and Y Eye Position in Frame, they show eye position in the Video Frame in real time. Values for these indicators vary from 0 to 100 and they represent eye position in percentage regarding to the size of the video frame.
When video is played by the player in the full screen mode than Video Frame would fit Scene Window completely and there is no need to change anything in Video Frame Status Panel.
b) Connection to Player.
Fill entries for player IP address and port number.
5. Press Connect button. Connection status should appear on the screen 2.
6. Press Start Transfer button. Data indicating that player is receiving data should appear on the screen.
You can stop sending data to the player by pressing Stop Transfer button. You can terminate connection by pressing Disconnect button. 
* Architecture Notes:
1. Eye tracker device interface plays the role of client and player is a server in Interface - Player communication scheme. 
2. Eye tracker device interface sends data to the player in the string format, "X Y" where X is a horizontal eye position and Y is a vertical eye position at the moment. X and Y are percentage values from 0 to 100. Communication happens through TCP/IP sockets.

3.   Eye tracker device interface does some filtering to raw eye data coming from eye-tracker. If data is out of range 0-261 horizontally and 0-241 vertically than algorithm changes it to the closest boundary. For example: -10 would be converted to 0, 343 would be converted to 261 for X axis. 
2. Video Player 

· OS: Lnux

· Objective: Player is used to display video data and also to create a log file, which might be read by analyzer program later.

· Input: MPEG, AVI, MOV, etc. Video File.

· Input: data from Eye Tracker Device Interface. Player plays server's role in Eye Tracker Device Interface - Player communication. Data comes through TCP/IP sockets. Data format is described in the section above.
· Output: image decoder in std-out.

· Output: log-file with frame numbers and [delayed] eye positions eye.out.

Format of the video file eye.out is:
______________________________________________________________________
Frame 1
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Frame 2
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Frame m
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______________________________________________________________________

Explanation:

Where m is number of frame index and n is sequential number of gaze in the video frame. X and Y are coordinates of eye-position on the video frame. X and Y are percentage values, they change from 0 to 100.
· Control: Parameter file player.par
Structure of player.par:
______________________________________________________________________
N   /* network/local file parameter */
Video_Server_IP_adress:  XXX.XXX.XXX.XXX   Video_Server_Port_number: PPPP
Interface_Port_number:  MMMM
K   /* Display eye-gaze */

R   /*  0 – display from local file; 1 – display from network */   
______________________________________________________________________

Explanation:

  If N is 0 than player will read local file, which is provided through command line. For example: ./mplayer  test.m2v . If N is 1, than video stream will be read from server/transcoder identified by IP address: XXX.XXX.XXX.XXX   and port number PPPP.
  Interface_Port_number MMMM is the port number to where data from Eye Tracker Device Interface will come.
  K is the option which allows displaying eye-gaze point on video. 1 will allow displaying eye position and 0 will allow seeing video image without eye-gaze information. 
  R is parameter, which identifies from what source information about eye-position will be received. If R is 0 than to display eye positions on video image you need to rename file eye.out to eye.in, than player will read the eye-position information recorded in this file and display them on video image. If  R is 1 than eye-position information will be received from Eye-Tracker device interface.
3. Analyzer 

· OS: Linux 

· Input: Receives Player log - eye.out. Rename eye.out to eye.in and place it to subdirectory ./in_files, whihc should in main directory of analyzer.
· Control: Parameter file test.par
Structure of test.par:
______________________________________________________________________

........
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Explanation:
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 is target average acuity for perceptual encoding of video file. Analyzer's algorithm tries to build Reflex Window in a way that number of gazes, which fall in the Reflex Window, would be close to number
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, where in_window is number of gazes which fall into Reflex Window during play of entire video file, out_window is number of gazes which fall out of Reflex Window during play of entire video file. 
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 is an integer which might be changed from 1 to 10 to provide actual acuity which algorithm tries to get. For example we try to get overall acuity 80%, than we put in the file test.par values 1 for K and 80 for TA; after that we look at the output of analyzer, if we get that actual acuity is 80% percent or close to that number, than algorithm correctly has chosen Reflex Window size. If the number we received is far from 80 than we change parameter K, for example make it 2 and repeat experiment. By try and fail we choose the number K that would provide correct acuity.
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 number of frames which are equivalent to our assumption of the duration of delay in the system. Number 
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 here is equivalent to letter N in files predict_vel_eye_dN.out, area_cover_win_dN.out,   acuity_dN.out, filtered_eye_data_dN.out
· Output:  Depending on settings in the file test.par,  for each line in that file analyzer will provide information about what is actual acuity and what is average video frame coverage by Reflex Window.
· Output: produces focus window specification file for Encoder.

Analyzer produces several files with a name filtered_eye_data_dN_taM_kI.out. N - is a number representing delay in the system, which is calculated in number of frames and it is equivalent to 
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 in control section . M represents target acuity, it is equivalent to 
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  in control section. I is equivalent to 
[image: image26.wmf]i

K

  in control section. For example file filtered_eye_data_d30_ta80_k2.out would contain data for perceptual encoding which should be supplied to transcoder, assuming that delay in the system is 30 frames, target acuity is 80% and 2 is 
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. How to set these  parameters is written above in the section Control.
Structure of   filtered_eye_data_dN_taM_kI.out:

______________________________________________________________________

............

Frame  K   K   K   K
Xc  Yc  Xa  Xb   P

............
Xc  Yc  Xa  Xb   P
Frame  K+1   K+1   K+1   K+1

Xc  Yc  Xa  Xb   P

............

Xc  Yc  Xa  Xb   P
...........
______________________________________________________________________

Explanation:
K is a frame number. It is written four times instead of one just for easier programming.

P is a parameter.  If it has value 0 than nothing will be shown on Kth video frame for the

Xc  Yc  Xa  Xb.   

If  P is CW (CW means center of window) than Xc and Yc  values would represent  x-coordinate and y-coordinate of perceptual window respectively on the video frame. Xc and Yc are always percentage values; they change from 0 to 100. Xa  and Xb than would represent the dimensions of perceptual window ellipse. Xc and Yc are percentage values.
If  P is RG (RG means real gaze) than Xc and Yc  values would represent  x-coordinate and y-coordinate of real point of gaze on this video frame (real in this content means non-delayed).  Real time gazes are displayed by white color on the video, after transcoder processing.
If  P is DG (DG means delayed gaze) than Xc and Yc  values would represent  x-coordinate and y-coordinate of delayed point of gaze on this video frame (delayed point of gaze is the gaze, coordinates for which system received while playing frame K). Delayed gaze are displayed by red color.
·  Output: generates statistics for plotting. There are number of files generated, which might be used for plotting in Microsoft Excel. These file are:

ang_vel_eye.out,    pix_vel_eye.out,     predict_vel_eye_dN.out, area_cover_win_dN.out,   acuity_dN.out. Letter N represents delay in the system measured in number of frames. These files are stored in ./out_data in the analyzer directory.

Structure of   ang_vel_eye.out:

______________________________________________________________________

............

K  Xav  Yav

............

______________________________________________________________________

Explanation:
K is number of second, starting from 0. Xav is horizontal and Yav is vertical average eye velocities during Kth second. Xav and Yav represent velocity in degrees per second.

Structure of   pix_vel_eye.out:

______________________________________________________________________

............

K  Xpv  Ypv

............

______________________________________________________________________

Explanation:
K is number of second, starting from 0. Xpv is horizontal and Ypv is vertical average eye velocities during Kth second. Xpv and Ypv represent velocity in pixels per second.

Structure of   predict_vel_eye_dN.out:

______________________________________________________________________

............

K  Xpav  Ypav

............

______________________________________________________________________
Explanation:
K is number of second, starting from 0. Xpav is horizontal and Ypav is vertical average eye velocities during Kth second. Xpav and Ypav represent velocity in degrees per second.

Structure of   area_cover_win_dN.out:

______________________________________________________________________

............

K  Wc  Wa
............

______________________________________________________________________

Explanation:
K is number of second, starting from 0. Wc is percentage coverage of the video frame by Reflex Window during second K. Wa is average percentage coverage of the video frame by Reflex Window during seconds from 0 to K. 
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Structure of   acuity_dN.out:

______________________________________________________________________

............

K  A
............

______________________________________________________________________

Explanation:
K is number of second, starting from 0. A is acuity for second K. A is calculated by formula 
[image: image29.wmf]%

100

*

_

_

_

window

out

window

in

window

in

+

, where in_window is number of gazes which fall into Reflex Window during second K, out_window is number of gazes which fall out of Reflex Window during second K. A is a percentage value, changes from 0 to 100. 

Note: 

a) For additional information about how average eye velocity, predicted eye velocity and position of Acuity Window is calculated look for the technical report for perceptual video compression.

b) For detailed information about Reflex Window and Acuity Window look in the technical report perceptual video compression.

c) Some times term perceptual window in this document might be substituted for Acuity/Reflex Window. Here perceptual window means the area on the video frame which is coded with different resolution than the rest of the video frame. 
4. Transcoder:
· OS: Linux

· Objective: Takes focus-specification from analyzer and transcoders the video for player. It can be configured to draw windows/ eye gazes on the video itself.

· Input: Analyzer window specification. The filtered file filtered_eye_data_dN_taM_kI.out created by analyzer should be copied to. /test directory for transcoder and than that file should be renamed to enc_eye.in and dec_eye.in files. After that transcoder will be able to create perceptualized video based on information in these files and settings in percept.par file.
· Input: unperceptualized video file - test.m2v.

· Output: perceptualized video file - new.m2v.

· Control:  Parameter file percept.par
Structure of percept.par:

______________________________________________________________________

Cr_per_vid    /* create perceptualized video or not */
Dis_bor   /* display borders or not */

Dis_del_eye    /* display delayed eye-gazes or not */
Dis_rel_eye     /* display real eye-gazes or not */
Dis_cen_rw     /* display center of Reflex Window */

Bac_qul_num    /* background quality number */

Win_qul_num   /* perceptual window quality number */

Per_win_ost    /* Perceptual window offset */

______________________________________________________________________

Explanation:
If Cr_per_vid  is 1, than video will be perceptually encoded. If Cr_per_vid  is 0 than it won't be.
If Dis_bor  is 1, than Reflex Window's borders will be displayed on the video. 
If Dis_del_eye   is 1, than delayed eye-gazes will be displayed on the video as squares by the size of a mackroblock. Delayed eye-gazes are gazes, which system received while playing frame A (A is number of frame). But in reality real eye-gazes for the frame A should be eye-gazes, which are received while playing frame A+D where D is a delay in the system (D is calculated as number of frames).
If Dis_rel_eye  is 1, than delayed eye-gazes will be displayed on the video as squares by the size of a mackroblock. Look above for explanation about real time eye-gazes. 
If Dis_cen_rw is 1, than center of Reflex Window will be displayed on the video as square by the size of a mackroblock Reflex Window center might be different form real-time or delayed eye-gazes, and it's calculated by analyzer.
Bac_qul_num is background quality number. It changes from -14 to 14, which represents quantization scale for MPEG-2 coding. 14 is the best quality and -14 is the worst quality.

Win_qul_num is perceptual window quality number. Same explanation as above.
Per_win_ost    perceptual window offset. This parameter is useful when you want to increase the size of perceptually encoded window comparing to reflex window. The number provided by this parameter increases the radius of perceptually encoded window by number of mackroblock provided by Per_win_ost. Per_win_ost might be changed from 0 to 10.
Short experiment setup:
Download the distribution. Uncompress it.

  Place Eye tracker device interface files on the Windows machine, which is connected to Eye-tracker. 
  Place player files on Linux machine, suppose the directory you placed the files in is ./mplayer. 
  Configure and compile player files. 
  Copy video file you need to ./mplayer directory and name it test.par.
  Start the player by typing ./mplayer test.m2v command, the video image should appear on the screen. Pause it by pressing button “P” on the keyboard.
  Run Eye tracker device interface program,  perform all necessary steps, which are written in  Eye tracker device interface section. After pressing Start Transfer button, un-pause player by pressing “P” on keyboard. 
  Ask subject to look at the video image. 
  After video is over you should be able to see file eye.out in the ./mplayer directory
 You   can check if the file eye.out has correct data. 
 Rename file eye.out to eye.in. Change file player.par that it would have Display eye-gaze parameter set to 1 and display from local file parameter to 1. Then start player by the same command as before. You should be able to see eye-gazes on the video. After looking at the video you can determine how accurately you did the experiment and weather there is a need to re-do it.
To get the data through analyzer copy eye.out file to ./in_data directory in analyzer directory. Then change analyzer’s file test.par accordingly as it is described in section Analyzer. Then simply type ./run. You should get output files in ./out_data directory.
To encode perceptual compressed video copy  the filtered_eye_data_dN_taM_kI.out file you need to the ./test directory of the parent directory of transcoder. And copy this file to files enc_eye.in and dec_eye.in. Change file percept.par as you need. Start transcoding process by typing “ftest”. The file you would like to encode has to have name test.m2v and the output file will have the name out.m2v. It will be encoded with respect to the settings you made in percept.par .
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