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Appendix A Lists of Some Examples for Web pages Organization



CHAPTER 1

Introduction

Internet is a globd didributed, dynamic information repostory that contans vast
amount of digitized information. Mot Web pages not only contan a smple parent
HTML file with few embedded images, but aso contains embedded entities such as
banners, Java gpplets, flash presentations, etc. with varying rendering congraints.

Although the core network speed is doubled every 912 months, the network traffic
is growing even faster. Because the growth in the last mile speed is dower and the
multimedia traffic such as audio, video, and images are adso increased, the Web response
delay is dill increasing.

There are two principa techniques for speeding up access, which include Web
caching and Web prefetching.

Over lagt 5 years the Web caching techniques have matured and been deployed.

This thess will focus on how Web prefetching technique can be used effectively to
improve respons veness of web systems. We define Web prefetching as follows.

While a user is looking a the current Web page, we try to predict what are the next
pages the user will most likely view and prefetch them.

However, smple prefetching seems to be limited because of excessve transfer of
unused bytes. In this thess, we will compare some important factors, such as reading

habit, reading time, and prefetching sequence to see how they affect the performance of



prefetching.

1.1 Related Works

A number of recent researches have anticipated that prefetching can sgnificantly
enhance Web response just like it has accelerated hardware system.

In one of the pioneering studies, Kroeger et d. [KrLM97] used traces of Web proxy
activity to find out tha the externad latency between the proxy cache and the server
accounts for 77% of the tota latency. Local proxy caching could reduce latency by at
most 26%. Prefetching could reduce latency by a most 57%. A combined caching and
prefetching proxy could provide a& most a 60% latency reduction. Furthermore, they
found that how far in advance a prefetching agorithm was able to prefetch an object was
a ggnificant factor in its ability to reduce latency. They observed that prefetching leed
time is an important factor in the performance of prefetching and prefetching can offer
more than twice the improvement of caching but is gill limited in its ability to reduce
latency.

Prefetching technique was aso applied in improving the performance of the World
Wide Web over wirdess links [FIMD97]. Heming developed a system that conssts of a
proxy server and a modified client and used a new protocol caled MHSP. The proxy
prefetches documents to the client, which improves performance over high bandwidth
links, enhances scheme subdtartialy, reduces error rates by 40%, saves network

bandwidth by 13.18%, and incresses byte hit rates by 8.1% for document availability



when the connection is broken due to wirdess effects. This system reduces document
load time by 32% to 37% when compared to HTTP.

Jacobson and Cao [JaCa98] proposed a prefetching method based on partia context
matching technique between low bandwidth clients and proxies. This work showed that
prefetching could reduce latency by less than 10% (predicting 12% of the requests, and
increasing traffic by 18%). A dgnificant part of this reduction is attributed to the caching
effect of the prefetching buffer. Pdpanas and Mendelzon [PaMel9] demondrated that a
k-order Markov predictor scheme smilar to those used in image compresson can reduce
response time by a factor of up to 2. Both these methods used variants of partid matching
of context (past sequence of accessed references) for prediction of future Web reference.
These works suggested prefetching in order of highest likelihood of access.

Crovdla and Bradford [CrBa98] studied another advantage of prefetching. A trace
driven gmulation indicates that dSraightforward gpproaches to prefetching increase the
burging of traffic. Instead, the authors propose a transport rate control mechanism. The
gmulation denotes that rate-controlled prefetching gSgnificantly  improves  network
performance compared not only with the straightforward approach, but dso with the norr
prefetching case, while ddlivering the requested documents on time.

Rtkow and Prdli [AP99] invedigated various methods that have evolved to
predict surfer's path from log traces such as sesson time, frequency of clicks,
Levenshtein Digance andyses and compared the accuracy of various congruction

methods. This Markov mode based study noted that dthough information is gained by



sudying longer paths, conditiona probability estimate, given the surf path, is more stable
over time for shorter paths and can be estimated reliably with less data.

In related work, Duchamp [Duch99] discussed a method for clients and servers to
exchange information. Its features included: how information on access patterns is shared
by the sarver over clients occurs in near-red time is configurable by dient; many
previoudy uncachable pages can be prefetched; both client and server can cap operations
to limit impact on overhead and bandwidth; and it operates as an HTTP extenson. The
ovad| results were very podtive dient latency improved greetly (dightly over 50%),
and less of the cache was wasted (about 60% of prefetched pages were eventualy used).

Cohen and Kaplan [CoKa0Q] cited problems from bandwidth waste in prefetching,
and as opposed to document prefetching, they suggested pre-staging only the
communication sesson- such as pre-resolving DNS, pre-establishing of TCP connection
and preewaming by sending dummy HTTP HEAD request. RedPayer (rdease 8)
dready pre-stages streaming connections linked from a page by pre-extracting and
readying individua coded information associated with esch.

However, some experts suspect the advantage of using indiscriminate prefetching
technique [DaviO1, Khan00, Khan99, KaPJ99].

Kaashoek [KaPJ99] traced Web server to find that, on average, 0.5 objects are
prefetched for each object explicitly fetched by the user. Among these prefetched objects,
only about 2% are actudly used in the future. The others jus waste bandwidth and

unnecessarily load servers.



Khan [Khan99, Khan00] demondrated that insead of smply ranking candidate
hyperlinks in order of trangtion probabilities — a ranking order that aso consders the
loading time can yield much better performance with respect to larger prediction error.

Brian D. Davison [DaviOl] argues that the current support for prefetching in
HTTP/11 is insufficent usng HTTP GET. Exising prefetching implementations can
cause problems with undesirable side effects and server abuse, and the potentiad for these
problems may thwart additiond prefetching devedlopment and deployment. They make
some suggestions for HTTP that would alow for safe prefetching, reduced server abuse,
and differentiated Web server quality of service.

To reduce unnecessary prefetching, Khan and Tao [KhTa0l] suggested a “partid
prefetching” mechanisn  for compodte multimedia documents. Each  composite
multimedia page and its components are optimaly divided into two parts, the lead
segments and the stream segments. The system adways loads two pardld dreams. In
operation only the lead segment of candidate is prefetched, the stream segment of the
current document is fetched as necessary. Simulation results were presented based on
datigicd models that project the scheme's performance under varying conditions and

reported the maximum improvement in System responsiveness is about 3.6 times.

1.2 About thisthes's

Prefetching has been a mgor focus of recent research in World Wide Web, since
the prefetching prediction model can reduce the access lag. However, most of the current

prefetching modes dso result in excess trander of unused data It seems more



innovations are required before prefetching technology can reach a mature point. A study
of the recent works shows that most of the suggested prefetching techniques took a
datistical approach to the problem. Almost dl of the suggested works concentrated on a
concept of “access frequency” as the principle guideline for the prefetching activities.
Many researchers come up with varying techniques for estimation and/or its prediction.

Interestingly these studies do not teke into consideration two intriguing aspects.
From the very top levd a web sysem is a conduit of communication between two
principle paties — the content developer and the content reader. The intermediate
components — the server, the browser and the proxy work as a fadlitator in this
communication. It seems therefore dmost naturd that the prefetching performance
should be strongly dependent on the intent and behavior of the two principles. Roughly
gpesking this points out that on one hand the nature and organization of the content, and
on the other hand, the reading and interaction style of the reader should have important
impact on the prefetching performance. The topic of readers behavior has been absent
from previous work. Also, the concept of “access frequency” does not sufficiently
capture the various petterns in the content organizetion. The intent of this thesis is to
shed some light in this void. The theds is an atempt to study how content organization
and reading habit can affect the prefetching performance of aweb system.

The next chapter presents the mpact factors for prefetching performance. Chapter 3
focuses on the working scheme of HTTP proxy and the architecture of RHDOS. Chapter

4 is the main body of this theds. The peformance of prefetching is evduaed in deails



and followed by the analysis of performance results. The last chapter provides a summary

of thisthesis including some thoughts about the future work.



CHAPTER 2

Impact Factorsfor Prefetching Performance

2.1 Reading Behaviors

The reason we need to andyze reading habits is to accurately predict the Web
contents readers want to move through. However, it is quite complex to mode the
readers behavior. Different reader has different text reading speed. It dso depends on the
content type. Also, various readers may have different psychologicad pattern guiding their
browsng habit. For example, in the case of reading an online ebook, different readers
view them in different reading sequence. After finishing reading the indruction for
chapter 1, some readers may continue reading section 1 of chapter 1, and other may skip
to the indruction for chapter 2. The question is which option should be prefetched? If we
prefetch both of them, which one should come fird? Different answers will cetanly
result in different performance results for prefetching. The detal modding of the user
behavior is quite complex. However, the god of this thess is to capture the essence, and
limit the sudy on few but core parameters. We consider two parameters as below:

Reading sequence
Reading time as dements of user interaction habit
Reading time can be defined as the time a reader spends on a certain page. It is the

viewing duration or interaction time between the time users receive the first request and



send out the second request. For the purpose of analyzing the prefetching performance,
we cdl it interaction interval. Usudly, the more reading time readers spend on each Web
page, the more prefetched Web pages they could acquire.

This thess demondrated in detal thet the difference in these two could have

sgnificant impact on prefetching performance.

2.2  Web Organizations

Today Web pages are becoming more and more sophisticated. Web designers tend
to pay alot of efforts to develop an appeding user interface. They often do not know that
through the implementation of prefetching technology, they can change the organization
of their Web pages to reduce user access time. In fact, the organization of Web structure
can have tremendous impact on prefetching performance. It decides how prefetching can
be implemented and how much data have to be involved.

The modeing of content organization is adso not trivid. Current web contents come
in various complex organizations. However, an andyss of recent web documents seems
to suggest that dthough there is no concrete discipling, but few patterns do tend to
emerge. From Fig. 2.1 to Fig. 25, we disolay some Web documents. Each of them is
organized in a unique way. In our modding process, we therefore sdected few patterns,
which tend to emerge more frequently. These patterns do not gppear in ided format but in
the generdized graph a dgnificant sub-greph tends to contain two magor patterns tree,
and chain. However, more recent pages aso show fully connected sub graph component.

Fig. 21 and Fig. 2.2 are an example for Web-based quizzes. Fig. 2.3 is a photo album.



On each page we dlick Next to move on. The surfer seems to be moving though a form of
sequentia chains. These Web pages have a chain structure.

The Web page in Fig.24 groups WWW knowledge into different categories. It uses
atree structure, and each category isanode in tree. Fig. 2.5 shows an example for online
encyclopedia Readers can easly move back and forth through any Web pages, no matter
what the current page is. Each Web page is connected with each other. We condder this
type of organization as a fully connected graph. Therefore, we provide the sudy on these
three document organizations. Some samples are shown in table 2.1 and Appendix A.

However, in a higher leve, the patterns seem to be a combination of severd of
these core patterns. One of the more prevalent forms of complex pattern is combination
of fully connected section and tree. This type of Web page usudly relies on a frame st.
One component of the frameset is a menu that remans vishle as links to other pages.
Therefore, we include a forth study on a complex pattern caled a “tree with a fully
connected core’. In this experiment, according to the organization approach, we therefore
Sudy the following impact of four organizations:

Chain
Tree
Fully connected graph

Tree with core graph
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Contents Type URL

Quiz Chain http://www.w3school s.com/qui ztest/qui ztest.asp?gtest=HTML
Photo Album Chan http://www.cnn.com/2002/US/07/01/western.wildfires/index.html
Registration Chan http://www.ingenta.com/isis/regi ster/RegisterPersonal User/ingenta
Categories Tree http://www.cs.kent.edu

Tutorial Tree http://www-2.cs.cmu.edu/af s/cs/usr/mwm/www/tutorial/outline.html
Homepage Fully Connected | http://www.kent.edu/academics/

Encyclopedia Fully Connected | http://www.encyclopedia.com/browse/browse-Aa.asp

E-book Fully Connected | http://safari.informit.com/?Xmll d=0-13-084466-7

Categories Treewith Core http://www.cnn.com/SHOWBI Z/

Search Engine Treewith Core http://www.google.com

Table 2.1 Some Examples of Web pages Organization
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CHAPTER 3

The Architecture of RHDOS

The objective of any prefetching system is to reduce user waiting time, and the
potentid cost factor is the amount of data is fetched which are never used. Therefore in
this thesis we study the impact on the two performance measures.

Response time
The amount of data transfer

In order to observe and andyze the different performance results of prefetching,
our own proxy sysem is cdled Reading Habit and Document Organization Sendtive
Proxy or RHDOS. It is a HTTP proxy system designed to reduce latency while dlowing

the client to take advantage of available bandwidth.

3.1 Hypertext Transfer Protocol (HTTP)

HTTP [FMFM99] sands for Hypertext Transfer Protocol. It provides the
foundation for the Web. HTTP has been used by the Web globa information initigtive
gnce 1990. Initid verson is HTTP /1.0. Its mgor drawback is it does not sufficiently
take into condderation the effects of hierarchica proxies, caching, the demand for
persistent connections, and virtua hosts.

Like other protocols, HTTP is congantly evolving. As of early 1997, the Web is

moving from HTTP 1.0 to HTTP 1.1. It's more efficient overdl, since it has addressed
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new demands and overcome shortcomings of HTTP 1.0. In this thess we refer to HTTP
1.1

HTTP takes place through TCP/IIP sockets. Like most network protocols, HTTP
usess the dient-server modd: an HTTP client, in most cases a Browser, opens a
connection and sends a request message to an HTTP sarver. HTTP defines the rules to
phrase the requests. The sarver returns a response message, usudly containing the
resource that was requested. The rules of the response are adso defined by HTTP.
Therefore the HTTP protocol is a request/response protocol. Although the default port for
HTTP servers to listen on is 80, they can use any port. Ater deivering the response, the

server closes the connection. Fig. 3.1 shows anorma HTTP transaction.

HTTP is dso used as a generic protocol for communication between user agents
and proxiesgateways to other Internet systems, including those supported by SMTP,
NNTP, FTP, Gopher, and WAIS protocols. In this way, HTTP dlows basic hypermedia

access to resources available from diverse applications.

3.2 HTTP Proxy

An HTTP proxy is a program that acts as an intermediary between a client and a
server. After recalving requests from dients, it first attempts to find data locdly, and if
it's not there, fetches it from the remote server where the data resides permanently. The
responses pass back through it in the same way. Thus, a proxy combines functions of

both aclient and asarver.
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GET /test.html HTTP/1.1
User-agent: Netscape
Accept: text/plain
Accept: text/html
Accept: image/*

Client \
[ —
z Response

HTTP/1.1 200 OK

Server: Netscape-FastTrack/3.02

Date: Wed, 01 May 2002 17:39:13 GMT
Content-type: text/html

Last-modified: Tue, 16 Apr 2002 20:03:01 GMT
Content-length: 101573

...the contents of test.html

Fig. 3.1 The HTTP transaction between aclient and a server
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An HTTP proxy is an applicationlayer network service for caching Web objects.
Unlike browser caches, a typicd proxy can accept connections from multiple clients
smultaneoudy and can connect to any sever. It is usudly operated in the same way as
other network services (e-mail, Web servers, DNS).

Proxies are commonly used in firewdls, LAN-wide caches, and other sStuatiors.
This thesis will focus on the proxy, which involves caching. Fig. 32 shows how a
caching proxy works. When a client uses a proxy, it typicaly sends a request to the
proxy. The proxy connects to the HTTP server and the requested document is retrieved
from the HTTP server and stored localy in the caching proxy for future use.

In Fig. 33, if an up-to-date verson of the requested document is found in the
cache, the caching proxy may be able to return it directly. No connection to the HTTP
Server is necessay.

A big problem with reusng copies of documents is keeping them up to date. If
and when the origina document is changed, the cached copy becomes inconsstent with
the original and should not be used.

HTTP/1.1 uses the Age response-header to help convey age information between
caches. The Age header vdue is the sender's estimate of the amount of time since the
response was generated at the origin server.

In the case of a cached response that has been revaidated with the origin server, the

Age vdue is based on the time of revaidation, not of the origina response.
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Client to proxy:

Proxy to Server:
Get http://server.net/test.html httpl.1 | | Get /test.html HTTP/1.1
Client l Proxy l Server
- Request Request
5 Response ; Response
Cach

Proxy savesa test.html
copy of test.html

Fig.3.2 A Caching Proxy Transaction
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Client to proxy:
Get http://server.net/test.html httpl.1

Client Proxy Server
| — j |
z ; Response g

Cach

html test.html

Fig. 3.3 Cache Hit On the Proxy
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3.3 RHDOS Transaction

The architecture for RHDOS is shown in Fg. 34. It is built upon an HTTP
thread, which communicates with clients and servers, a cache thread, which stores and
parses files a prefeich thread, which retrieves Web documents in advance. RHDOS
system is programmed in Java due to its powerful feature of multiple threads.

RHDOS includes five function moduless Proxy Caching Manager, New Item
Request Manager, Document Andyzer, Priority Evduator, and Loader. They are

introduced individudly in the following text.

1. Proxy Caching Manager

Proxy Caching Manager is the core and controller of RHDOS, which coordinates
the other function modules. After initidizing the proxy RHDOS system, a socket to ligten
to requests from client was created. A client initiates a connection to TCP via port 8080
on RHDOS. The port number could eventudly be changed to any number in the system
sarvices range. Whenever the proxy RHDOS accepts a connection request, it gtarts a
thread to handle the connection. Meanwhile, if a directory cdled cache is not avalable,
RHDOS credtes it and assgns its Sze. It dso edtablishes a hash table for the cached files
and hyperlinks message. Cached files are displayed with name, size, type, and modified
time. Hyperlink message contains URL, the vaue of its frequency and estimated loading
time.

After receiving arequest from the client, Proxy Caching Manager parsesthe

23



Parsing
”| Request Msg.

] Evaluate
Listen Proxy Caching Consistency

Ger)
‘/ Checking
(aenz) o Lo

|| Document ’
Name| Size| Type [Modified Analyzer
Priority

A 4

Evauate
New Item Request UrRLIEl T | P
Manager
A

Fig. 3.4 Architecture of the RHDOS
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request message and checks whether the request has been cached. If the Web document is
dready cached, it immediatdly hits cache and directly sends the document back to the
client. Otherwise it tells New Item Request Manager to implement fetching task.

Proxy Caching Manager is aso responsble for deleting the most outdated cached

file until the proxy has enough space to cache newly received Web pages.

2. New Item Request Manager

If a cached file does not exist, New Item Regquest Manager needs to rebuild a
request to send to the Web server. If the file does not exigt, a “Not Found” message will
be sent to the client. It adso accepts some new HTTP requests, which come from the
pasng result of Document Andyzer to implement prefetching tasks. The parsed
hyperlinks message induding URLS, the value of frequency and edtimated loading time

are sored in ahash table.

3. Document Andyzer

While Proxy Caching Manager sends a response back to the client, Document
Andyzer parses and extracts al hyperlinks from the requested document. The parsed

information is sent to New Item Request Manager to implement prefetching tasks.

4. Priority Evauator

Priority Evaduator is responsble for caculaing al URL priorities (P) according to

formula3.1. F means frequency and Ti the estimated loading time. They come from

25



Document Andyzer and have been dored in the hash table The vaue of P will be
provided to Loader as prefetching sequence.

Pi=F/Ti a3

5. Loader

The job of Loader function is to fetch Web pages from Web server. Web pages
conss of the newly requested document and the prefetched documents based on the
vaue of prefetching priority determined by Priority Evauator. All prefetched Web pages

are cached in the cache directory through Proxy Caching Manager.

34  Recording Timefor Implement Event

Prefetching advantage could be implemented by disolaying the results of
cdculation of round trip time (RTT). In Fg. 3.5, we keep track of the recording time for
al events happening among client, proxy, and server. We assume that a user wants to
view Web page N1, which contains two hyperlinks to Web page N11 and N12. After
finishing reading N1, it goes through N11, which has a hyperlink to Web page N111.

Ci represents recording time on client Sde, P represents recording time on proxy
dgde, and S is recording time on server sde. After the proxy receives a request from the
client (P1), it parses the request message for document N1 (P2). It checks the cache
directory and finds that there is no cached file for N1, so it establishes a connection to the
sarver (P3). After getting response back from the server (P4), it sends N1 back to the

client (P5). Meanwhile, the proxy extracts two hyperlinks to document N11 and N12 and
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prefetches them (P6)(P7) according to their priorities. The proxy receives the server's
reply (P8)(P9).

At C2, the client gets N1 and begins to view it. At C3, the client sends the second
request to the proxy. The difference between vaue of C2 and C3 is the interaction
interval. On the proxy Sde, we cdl the difference between vaue of PS5 and P10 as
interaction intervd.

After the proxy receives the second request from the client (P10), N11 is parsed
(P11). By checking the cache directory, it redlizes that document N11 has dready been
prefetched (P11). We cdl that fast prefetching (In Fig. 3.6 it is associated with dow
prefetching, document N11 has not been prefetched). N11 can be immediately returned to
the dient (P12). Then the proxy continues to extract the hyperlink N111, which is

embedded in document N11, and prefetches it from the server.
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C3
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— P1
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N12

N12

111

C1,C3: Theclient sends arequest

C2,C4: Theclient getsaresponse

P1,P10: The proxy receives aclient’s request

P2,P11:  The proxy parses the request message

P3: If requested file does not exit in cache,
send request to the server

P4,P8,P9:  The proxy getsthe server ‘sreply

P5, P12: The proxy sends the reply to the client

P6, P13: The proxy extrects the first hyperlink and
sendsarequest to the server

P7: The proxy extracts the second hyperlink and
sendsarequest to the server

S1,S3, S5, S7:
The server receives a proxy’s request

S2,$4,S6: Theserver sendsareply to the proxy

Parsing Time=P2—P1 = P11-P10

Cache Look up Time = P3— P2 = P11- P10
Response Time=P5 —P1 = P12— P10
Extracting Time = P6— P5 = P13— P12
Interaction Interval =C3 —C2

Reading and fetching Time=S2 — S1

Fg. 3.5 Events Definitions and Time Digtribution for Fast Prefetching
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Fig. 3.6 Events Definitions and Time Digtribution for Sow Prefetching
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CHAPTER 4

Simulation Experiment

41 Overview

Three machines were used in the smulation experiment. A 533-MHz Pentium PC
with 128 MB of memory running Windows 98 was used as the proxy RHDOS. A 933-
MHz Pentium PC with 128 MB of memory running Windows 98 was used as the dlient.
Both machines connect to network with Ethernet cards.

We adopt Netscape 6 as a client browser. It should be first configured to connect to
the proxy IP address. The client's cache also accepts files that the proxy prefetches. To
avoid the impact of client’s cache, we dways cler memory cache and disk cache from
Netscape before starting any test.

We created some Web pages and put them on a Web server. Each file has a sze of
100 KB. Web documents are organized into four different categories. An embedded
hyperlink condsts of URL, the loading frequency (F), and the estimated loading time(T).
Itisformattedas T * F* URL.

For each experiment, we separately recorded RHDOS's response time based on
the different interaction interval. We chose 5 seconds, 10 seconds, 15 seconds, 20
seconds, and 25 seconds as five different groups of interaction interva. For the different

experiments, reading sequences are based on our design.
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4.2 RHDOSimplement

Run RHDOS and initidize. It will display the following information on screen:

Initializing...

Creating Caching Manager...
Current Free Space: 180000
The server: gtao: 8080

Proxy is running....

If thereis no cache directory available on proxy machine, a new directory will
automatically be created. When it isfull, the oldest file can be deleted to create space for
new Web pages.

When auser enter a specific URL, for example,

http://bristi.facnet. mcs.kent.edu/~qgtao/cache2/N5.html. RHDOS first checksif this Web

page is dready stored in cache. If yes, it hits cache and directly loads this page and
returnsit to the user.

Proxy thread 1
reqUrl--http://bristi.facnet.mcs.kent.edu/~qtao/cache2/N5.html
Getting from cache...

If no, RHDOS establishes a new connection to Web server and requests it again.

Proxy thread 1
reqUrl--http://bristi.facnet.mcs.kent.edu/~qtao/cache2/N5.html
Connection:Socket[addr=bristi.facnet.mcs.kent.edu/131.123.46.203,port=80

Jlocalport=2003]
The Web server replies to RHDOS. Meanwhile, RHDOS reads the loaded page and

parses the hyperlinks. There are three hyperlinks involved in N5.html. They are listed in
the order of priority below:

100*1000*http://bristi.facnet.mcs.kent.edu/~qtao/cache2/N9.html
100*2000*http://bristi.facnet.mcs.kent.edu/~qtao/cache2/N8.html
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150*500*http://bristi.facnet.mcs.kent.edu/~gtao/cache2/N6.html

RHDOS prefetches them according to their priorities and sores them in cache.
According to formula 3.1, document N8.html should be first prefetched, then N8.html
and thelast is NG.html.

Current Free Space: 180000

reqUrl**--http://bristi.facnet.mcs.kent.edu/~qtao/cache2/N8.html

Caching the reply...

reqUrlI**--http://bristi.facnet.mcs.kent.edu/~qtao/cache2/N9.html

Caching the reply...

reqUrl**--http://bristi.facnet.mcs.kent.edu/~qtao/cache2/N6.html
Caching the reply...

RHDOS records the total time spent on loading pages. Upon completion, RHDOS

waits for the next request from the client.

43  Performance Results Analysis

The objective of the following experiment is to observe three performance impact
factors interaction interva, prefetching sequence, and reading habit. Reading habit is the
actud reading sequence. HTML documents were given in fixed sizes and users wak
through each probable chain of anchors during the same period of time. The performance
is evduated by the responsveness (a ratio of cumulaive lag time experienced with active
prefetching to that without any prefetching) and the data volume with active prefetching.

We generate a few groups of nodes. Each node stands for one Web page. They are

organized in the following four different types of connection:

431 Chain

Some Web-based quizzes, dides show, and application form are examples of this
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type of connection. One of its features is that one Web page only includes one hyperlink.
Only one Web document needs to be prefetched each time.

In Fig. 4.1, 6 nodes are connected in a chan. N1 is the first view object. We
conducted two experiments. In the first experiment, we only read N1, N2, and N3; in the

second, we went through N1, N2, N3, N4, N5, and N6.

1. Response Time Anaysis.

The performance for response time in chan is shown in Fig. 42. When the reading
sequence is N1, N2, and N3, the maximum improvement in RHDOS responsiveness we
observed is about 1.86 times. If we view dl 6 documents, its responsiveness could be
improved about 4.56 times. Actuadly, the more documents we view, the more
improvement of responsveness peformance we can acquire, sSnce we can view dl
documents as prefetched except for N1. In addition, the responsveness is not affected by
interaction intervd. The minimum interaction interval can guarantee tha one Web

document could be prefetched.

2. DataVolume Andysis

The performance for data volume in chain is shown in Fig. 4.3. When the reading
sequence is N1, N2, and N3, the maximum amount of data is 4 units. Compared to the
data volume without prefetching, only one extra unit data volume was increased. If we
view al 6 documents, 6 units of data volume will be transferred and no extra amount of
data is produced. So, whatever the reading sequence is, the maximum extra data volume

isone unit.
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432 Tree

Some items are summarized into different categories on a Web page. We consider
it as a tree organization. Each Web page includes its own hyperlinks or child pages.
Meanwhile, it is ether a direct or indirect child page of the man page The tree
organization is characterized by the fact that each page could have many child pages, but
only one parent page. In the following text we will andyze both organization Studions a

full treeand apathin atree.

4321AFull Tree

In Fig. 4.4, 31 nodes are organized into a tree with three levels (height equas 3).
Each of NO, N1, N2, N3, N4, and N5 contains five hyperlinks. The branch factor equas
5. In Fig. 4.5, height aso equals 3, but branch factor is only 3, since each of NO, N1, N22,
and N3 contains three hyperlinks.  Ther prefetching sequences are classfied into two
different types in table 4.1. Reading sequences are classfied into three different types in

table 4.2.
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Fig. 44 A Full Tree[H = 3, BF = 5]
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Fig. 45 A Full Tree[H = 3, BF = 3]
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Prefetching Sequence
TreeType Node Left First Right First
NO N1,N2,N3,N4,N5 N5,N4,N3,N2,N1
N1 N11,N12,N13,N14,N15 N15N14,N13N12,N11
H=3,BF=5 N2 N21,N22,N23,N24,N25 N25,N24,N23 N22,N21
N3 N31,N32,N33,N34,N35 N35,N34,N33,N32,N31
N4 N41,N42,N43,N44,N45 N45,N44,N43,N42,N41
N5 N51,N52,N53,N54,N55 N55,N54,N53,N52,N51
NO N1,N2,N3 N3,N2,N1
N1 N11,N12,N13 N13N12,N11
H=3,BF=3 N2 N21,N22,N23 N23N22,N21
N3 N31,N32,N33 N33,N32,N31

Table4.1 Ligs of Prefetching Sequencesin aFull Tree
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Reading Sequence

Tree Type Depth First Breadth First Random
NO, N1, N11, N12, NO, N1, N2, N3, N4, NO, N4, N41, N42,
N13, N14, N15, N2, N5, N11, N12, N13, N2, N21, N22, N23,
H=3 N21, N22, N23, N14, N15, N21, N24, N25, N3, N33,
BF=5 N24, N25, N3, N31, N22, N23, N24, N31, N32, N34,
N32, N33, N34, N25, N31, N32, N35, N1, N5, N52,
N35, N4, N41, N42, N33, N34, N35, N53, N54, N55,
N43, N44, N45, N5, N41, N42, N43, N51, N43, N44,
N51, N52, N53, N44, N45, N51, N45, N11, N12,
N54, N55 N52, N53, N54, N55 N13, N14, N15
H=3 NO, N1, N11, N12, NO, N1, N2, N3, NO, N1, N2, N3,
BF=3 N13, N2, N21, N11, N12, N13, N11, N12, N13,
N22, N23, N3, N31, N21, N22, N23, N21, N22, N23,
N32, N33 N31, N32, N33 N31, N32,N33

Table 4.2 Liss of Reading Sequencesin aFull Tree
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1. Response Time Anaysis.

The performance for response time in a full tree with Left Frd and Right First as
prefetching sequence are shown in Fig. 4.6 and Fig. 4.7 respectively.

We obsarve that the prefetiching sequence and reading sequence affect the
performance for response time. The improvement in RHDOS responsiveness is the best
when we compare reading Web documents in Depth First with in Breadth Firgt and
Random. In Fig. 4.6, when prefetching sequence is Left Firs, The responsveness with
Random and Breadth Firg is up to 24 and 3.7 times less than that with Depth Firg
respectively. In Fig. 4.7, when prefetching sequence is Right Fird, the responsveness
with Random and Breadth First is up to 0.6 and 0.7 times less than that with Depth First
respectively.

No matter what the prefetching sequence is, with the number of branching factor
increasing, the impact of prefetching performance aways increases. In addition, with
growing interaction interva, the vadue of responsveness decreases gradudly. The reason
is the more interaction interva there is, the more eficiently prefetching is implemented.

So more improvements of performance are acquired.

2. DataVVolume Andyss

The performance for data volume in a full tree is shown in Fig. 4.8. Whatever the
branching factor is, data volume is not affected by prefetching sequence and reading
sequence. Interaction interval even does not affect its performance for data volume. The

totad amount of transferring datais the same as without prefetching. When the branching
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factor is 5, data volume is 31 units, when the branching factor is 3, data volume is 13

units.

4322 A PathinaTree

In Fg. 4.9, we only went though some of Web documents. We chose three parts of

nodes to view separately. In path 1, we moved through NO, N1, N11, N111, and N1111 in

order; in path 2, the reading sequence is NO, N1, N12, N122, and N1221; Path 3 is NO,
N2, N22, N222, and N2222.
Experiment is based on two different prefetching sequences Left Firg and Right

Fird. We adopt the same implementation methods asin the experiment with afull tree.

1. Response Time Andysis

The performance for response time in one path in a tree reading is shown in Fig.
4.10. We observe that path 1's responsveness with Left First prefetching sequence is the
same as path 3's one with Right First prefetching sequence.

We can dso find that part 3's responsveness with Left First prefetching sequence
is the same as pat 1's one with Right First prefetching sequence. If interaction interva is
5 seconds, the response time with prefetching is the same as that without prefetching,
snce the next page we will move through is not a prefetched document.

However, whatever prefetching sequence is, ether Left Firg or Right Fird, pat 2
aways has the same change for the responsiveness vaue.

When prefetching sequence is Left Firgt, the prefetching performancein path 1is
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Fig. 49 PahsinaTree
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better than that in path 2 and path 3. The responsiveness with path 2 and path 3 is up to 2
and 4 times |ess than that with part 1 respectively.
With growing interaction interva, the sysem responsveness dways increases in a

gradud fashion for path 1, path2, and path 3.

2. DataVolume Andysis

The performance for data volume in one path in a tree reading is shown in Fg.
4.11. If interection interva is 5 seconds, path 1's data volume with Left First prefetching
sequence is 5 units, same as the path 3's one with Right First prefetching sequence. The
path 3's data volume with Left First prefetching sequence is 9 units, same as the pat 1's
one with Right Firg prefetching sequence. No matter what prefetching sequence path 2
uses, its data volume is 7 units With Left Frst prefetching sequence, the amount of
unnecessary data in path 2 and path 3 is up to 40% and 80% more than that in path 1
repectively.

Once it reaches 10 seconds, the performance for dita volume in part 1, pat 2, and

part 3 are the same. They are dl 9 units no matter what their prefetching sequences are.

4.3.3 Fully Connected graph

Mogt online encyclopedia and e-books fdl into this category of organization. The
hyperlinks for chapters and sections of each e-book are usudly fully connected. We
organized two different Stuations with 6 and 10 nodes separately. In Fig. 4.12, each node
contains 5 hyperlinks. In Fg. 413, each node contains 9 hyperlinks. They are fully

connected with each other. In table 4.3, we suppose the prefetching sequence is in
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clockwise. In table 4.4, reading sequences are divided into three different types such as

Clockwise, Counter clockwise, and Random.

1. Response Time Andyss.

The performance for response tme in fully connected graph is shown in Fig. 4.14.
No matter how many nodes they have, the prefetching performance in clockwise reading
direction is aways better than that in counter clockwise. The prefetching performance in
random reading direction is in between clockwise and in counter clockwise directions.
The responsveness with Random and Counter Clockwise is up to 5.3 and 10.3 times less
than that with CW respectively. With growing number of nodes the impact of
prefetching performance increases. With growing interaction intervd, the system

responsiveness increases in agradua fashion.

2. DaaVVolume Andyss

The performance for data volume in fully connected graph is shown in Fg. 4.15.
Different reading sequences result in different performance of data volume. The amount
of data in clockwise reading direction is dways less than that in counter clockwise.
Basicdly data volume for any reading order aways increases gradualy when interaction
interva increases gradudly. All of them produce a lot of extra amount of data compared
to amount of trandferred data without prefetching. The more nodes we move through, the

more extraamount of datais produced.
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Fig. 4.12 A Fully connected Graph with 6 Nodes

52



Fig. 4.13 A Fully connected Graph with 10 Nodes
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Prefetching Sequence

Total Nodes Node Clockwise

N1 N2,N3,N4,N5,N6

N2 N3,N4,N5N6,N1

6 N3 N4,N5,N6,N1,N2

N4 N5,N6,N1,N2,N3

NS N6,N1,N2,N3,N4

N6 N1,N2,N3,N4,N5

N1 N2,N3,N4,N5,N6,N7,N8,N9,N10

N2 N3,N4,N5,N6,N7,N8N9,N10,N1

10 N3 N4,N5,N6,N7,N8 N9,N10,N1,N2

N4 N5,N6,N7,N8,N9,N10,N1,N2,N3

NS NG6,N7,N8N9,N10,N1,N2,N3 N4

N6 N7,N8,N9,N10,N1,N2,N3,N4,N5

N7 N8,N9,N10,N1,N2,N3,N4,N5N6

N8 NO,N10,N1,N2,N3,N4,N5N6,N7

N9 N10,N1,N2,N3,N4,N5NG6,N7,N8

N10 N1,N2,N3,N4,N5N6,N7,N8N9

Table 4.3 Ligs of Prefetching Sequencesin a Fully Connected Graph



Total

Reading Sequence

Nodes Clockwise Counter Clockwise Random
6 N1,N2,N3,N4,N5N6 N1,N6,N5N4,N3N2 N1,N4,N6,N2,N5N3
N1,N2,N3,N4,N5N6 N1,N10,N9,N8,N7,N6, N1,N6,N3,N5N9,N7,N2,
10 ,N7,N8N9,N10 N5,N4,N3,N2 N8,N4,N10

Table 4.4 Lists of Reading Sequences in a Fully Connected Graph
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4.3.4 Treewith Core Graph

This type of organization is quite popular for Web pages. If there is a menu on a
Web page and the page is created using framesd, it is often this type of organization.

In Fig. 4.16, there are two cores. One core is consisted of NO, N1, N2, and N3, we
refer to it as core 1. Another core is consisted of N4, N5, and N6, we refer to it as core 2.
Each node is a parent in the core. It has its own children. For instance, NO is a member of
core 1. Meanwhile, it is the parent of three children, N4, N5, and N6, which are members
of core 2.

Core Set means al members of the core are fully connected. Child Set is a tree
gructure. Two types of prefetching sequences are sdected. We cdl them Core Set First

and Child Set First. Seetable 4.5.

1. Response Time Andyss.

The performance for response timein Tree with Coreis shownin Fig. 4.17.

With interaction interva increased, the vaue of responsiveness decreases gradudly
for both Core Set Firs and Child Set First. However, if we use Child Set First as
prefetching sequence, its performance improvement for respondveness is better than
Core Set Fird. That means Child Set First closely matches the Depth First reading
sequence. The respongveness with Core Set First is up to 2 times less than that with

Child Set Firgt.
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Fig. 4.16 A Tree with Core
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Prefetching Sequence Reading Sequence

Node | Child Set First Core Set First (Depth Firs)

NO | N1,N2,N3,N5N4,N6 N1,N2,N3,N5,N4,N6

N1 | N11L,N12,N2,N3NO N2,N3,NO,N11,N12 NONANALNA2 N6 N6L,

N2 | N21,N22,N3NON1 N3,NO,N1,N21,N22 N62,N5,N51.N52,N1,N11,

N3 | N31L,N32,NON1N2 NO,N1,N2,N31,N32 N12,N2,N21,N22,N3N31, N32

N4 | N41,N42,NON5N6 N5,N6,N41,N42,NO

N5 | N51,N52,NO,N6,N4 N6,N4,N51,N52,NO

N6 | N61L,N62,NON4,N5 N4,N5,N61,N62,NO

Table 4.5 Lists of Sequencesin a Tree with Core Graph
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2. DataVolume Andysis
The peformance for response time in Tree with Core is shown in Fg. 4.18. If

Child Set Firdt is sdlected as prefetching sequence, its performance improvement for data

volume is better than Core Set First. The amount of unnecessary data with Core Set First

is up to 43% more than that with Child Set First.

With interaction interval incressed, the data volume increases gradudly for both

of them, and the extra amount of data aso increase gradudly.
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CHAPTER 5

Conclusons and Future Works

51 Conclusions

The effectiveness of prefeiching is paticularly dgnificant for Internet reference.
The prefetching prediction model reduces access lag for new references. With the current
rescarch leve, any prefetching is a kind of gambling. The primary difficulty in dl
prefetching mechanisms is to be able to accurately predict which pages will be needed
next, to minimize mistakes that result in wasted bandwidth and increased server loads.

A HTTP proxy sysem is developed tha smulates the peformance of the
prefetching technique. Experiment is based on four different types of Web documents
organizetion such as chain, tree, fully connected greph, and complex tree with core.
Three performance impact factors we sdected include interaction intervd, prefetching
sequence, and reading sequence.

Analyss results show that, compared to a matched system, the response time of a
random system can take 1.6 - 6.3 times larger and bring in 1.8 - 2.0 times more
unnecessary data. In the worgt case, a completely mismatched system’s response time can
be about 1.7 - 11.3 times larger and result in 1.3 - 1.4 times more unnecessary data than a

matched sysem. Smarter prefetching techniques can be developed if we teke the



gructure of webspace and user reading behavior into consderation. This study may aso

help content developer organize the webspace so that it can be navigated fagter.

5.2 FutureWorks

As of further research work, we think the following directions are very interesting:

RHDOS is only experiment sysem. The result indicates that for effective prefetch
more knowledge about the user reading behavior and document organization can be
beneficid. Future work should be to design mechanism to obtain these information. For
example, we need to continue solving the problem how the proxy gets red frequency and
estimated loading time for the Web pages requested by a client.

Currently there is no technique to acquire a hyperspace peattern. The pattern
informaion is didributed into multiple pages. HTTP and other exiging mechanism
cannot help with discovering or expressing the hidden pattern. More research is required
on such mechanism. Perhgps an XML extenson or HTTP can be an interesting topic for
future study.

In order to further investigate reader habit, we should try to track some Web
sarvers. It will be useful to track which Web pages were requested from different persons
in agiven time period.

To further do research on whether the user-agent device including the Web server,
the caching proxy, and the browser can impact on the interaction time.

Study the impact of proxy cache sSze, media component classfication, and

discarding policies. We suspect reading time will show high correlation with media type
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and even content. Additional study can be performed to determine the extents.
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