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1. Introduction

In this report we preset the control performance of the Active Video Streaming (AVIS)
system on a Gigabit cluster. AVIS is a distributed video transcoding system, which can
use multiple processing capable nodes in a pseudo active network for arbitrary in transit
video transcoding. AVIS is a concept demonstration system which allows adaptation at
two levels. In the first level AVIS supports video rate adaptation. It can dynamically
transform the rate of 1SO-/IEC 13818-2 stream [ 7] using processing capable nodes on any
in route processing capable network. In the second level it can self-organize and adapt
with respect to the computing power availability in the processing capable network. This
reports the deployment and adaptation performance of the system.

1. System Architecture Overview

AVIS is a fully independent application level transport mechanism which can be
deployed on various processing capable infrastructures. It has its own module
deployment, monitoring and co-ordination mechanisms. To an infrastructure it appears as
a collection of communicating modules. Examples of infrastructures on which it can be
deployed include Grid, Automatic Computing, or Active Network. It only expects the
infrastructure framework to provide remote invocation, and authentication (if any)
service. AVIS has a ABONE demonstration system. The system runs of ANETD [8,9]
using the Kent VSM/BEE graphical execution environment.

1.1 ANETD & Kent VSM/BEE Architecture

Anetd is an experimental daemon specifically designed to support the deployment,
operation and control of active networks. See [8,9] for detail. As shown Figure 1, Anetd
acts like node OS. Anetd has some permanent EE, and manage active node. If EE or
Active application is required to download for specific channel service, Anetd provides a
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Figure-1 Active Router and Kent VSM/BEE Architecture. Kent VSM/BEE is an Active

Network EE and working on Active Router. AVIS System modules could be downloaded from

Trusted Code Server
mechanism to download the required EE or application from trusted code server, which is
set by active node manager. AVIS system is running on this Anetd and uses our Kent
VSM/BEE, in here Medianet EE. AVIS system can be downloaded from trusted code
server(s) if it required on an active node.
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Figure-2 Active Video Streaming System deployment. AVIS modules deployed on
a network. It transcodes a stream suitable for players and network environments

1.2 AVISArchitecture

An AVIS channel transcodes a video stream in network for adapting user’s requirement
and network environments. An AVIS channel transcodes a video in GOP bases and
consists of four major components, X-DEC, X-ENC, X-MUX, and Channel Manager,
CM. Figure 2, shows an example of AVIS system deployment.

A CM decides module deployment map based on network environment and user’s
requirements. The deployment should reflect user’'s requirement, current network
resources, and channel module requirements. This involves three parties, user, network,
and module developers. All parties' information is fed to the CM and CM generates its
deployment map to satisfy the requirements under current network resource availability
[1]. The CM then requests VM/EE to install the other three modules based on the
deployment map. The CM sends configuration information to each module too. An X-
DEC decodes original input video stream, schedules transcoding path according to paths
property, and dispatches the segmented video stream to the proper X-ENC to maximize
its performances and reduce delays. An X-ENC encodes the decoded video segments to
suite client requirements and network environments. An X-MUX aggregates all
segmented video stream and send it to the client in sequence. These modules are
deployed in network and helps in adapting a video stream to suit a client requirement or
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network constraint. For example, if current X-ENC(s) can not support user required
frame rates than the X-DEC schedules to involve more X-ENC(s) to generate more
frames per sec. If network bandwidth has changed, same video stream rate may cause
network congestion and dropping packets. The user could not tolerable to watch video
with lost packets. In this case, the AVIS channel changes the stream rates suitable for
current network. This adaptation can avoid network congestion with little sacrifice of
video quality.

2. Performance M easurement Plan

In this test we have used a total of seven active nodes connected to ABONE running the
ANETD system in the MEDIANET laboratory at Kent State University. Each machines
run RedHat Linux 7.1 or 8.0. These are three AMD Athlon 1.4GHz, one AMD Athlon
1.2GHz, one AMD Athlon XP 1800+, one AMD Athlon XP 1700+, and one Intel
Pentium 111 500MHz dual processor machines. The video server was placed on a Pentium
11 500Mhz machine. The VSM/BEE Control Center (CC) program that hosted the
Channel Manager ran from an Athlon 1.2GHz machine. The X-DEC was assigned on an
Athlon XP 1800+ box, and the X-MUX was assigned on a Athlon XP 1700+ machine.
Maximum of up to three X-ENC units were used in this experiment. Those were run on
Athlon type of 1.4GHz machines. The logical mapping is shown in figure 3.

The MEDIANET system also has a cable router which enabled these active machines to
be configured in multiple autonomous systems routing configurations. All the modules
shared at least 100Mbps Ethernet bandwidth. Connections from X-DEC to X-ENCs were
1 Gigabit Ethernet connections. We compared performances under both 10/100 Ethernet
connected active cluster vs. Giga bit connected active cluster.
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Figure-3 Active Video Streaming Channel test network configurations.
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Figure-4 Active Video Streaming Channel Test bed event checking point. All
the event is checked in red dot checking point. For example, encoding time is
a time from when a video arrived in first red dot of beginning queue to leaving
at the last red dot in the queue of X-ENC.

2.1 Event Moddl:

For event recoding, we have used event check point in the AVIS system as shown in
figure 4. Each red dot represents event check point. Network transfer time is counted
from the time a packet leaves its queue to the time of the packet is arrived at the
beginning of next queue. It includes system time. However, it is normal to consider
transfer time in Active Application point of view.

3. Experimental Results

3.1 Automatic Service Deployment

Figure 4 shows the module deployment time in each network. It gathers from two
different network topology one for the gigabit Ethernet the other for 100Mbit fast
Ethernet. In each case, 5 trials are done. For each trial we observed the module
deployment time at the CC. This includes the time (i) CC issues install command (ii)
Kent VSM/VEE and Code Server were authenticated by Anetd. (iii) Kent VSM/VEE
loaded from the Coder Server to the Designated ABONE node (iv) Kent VSM/VEE load
modules and configurations from the Code Server. We recorded the deployment time
taken by each of the five components. Figure 5 plots the cumulative time for both
networks.
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Figure-5 Active Video Streaming Channel Module Deployment Time. The
module deployment time is averaged time from 10 trails in each test bed. As
shown in this figure, first test bed takes more time while second and third test
beds are approximately same.

Observations. The bulk of module deployment occurs at the initial casting of the AVIS
channel. The module deployment time is part of the initial reaction time — or cold start
delay. As evident, the entire AVIS channel module deployment took approximately 0.15
seconds. In video this is about 5 frame delay. At run time only X-END modules are
expected to be dynamically deployed to compensate for active networks processing
capacity flux. Thistakes in the order of 30 ms- which is about 1 frame delay.

Networks, where code server or control center is located in further away, smart
enhancements in the module installation schemes like caching, module downloading
from nearest replication server, common module pre-loading, pre-staging etc., can be
contemplated. Such schemes can easily bring back the cost to the level achieved here.

3.2 Processing Capacity Adaptation

A processing capacity adaptation is happens when a user or a channel manager needs
more frame per second for quality transcoding output. In this experiment, a user requests
the boosting of frame per seconds, i.e. a user initiate a request event for FPS adaptation.
When the processing capacity adaptation events are received on the X-DEC, it uses more
X-ENCs by sending transcoding commands and data to more X-ENCs for achieving FPS
adaptation.
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FPS on Gigabit vs. 100M Ethernet
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Figure-6 FPS adaptation reaction time. As shown in this figure, the reaction
time on Gigabit Ethernet is little bit faster than 100M Ethernet.

Figure 6 shows the frame rate adaptation time. The x-axis is atime sequence and y-axisis
showing frame per second. Square dot is for 100M fast Ethernet, while triangle dot is for
gigabit Ethernet event of a GOP-ed packet arrival. Left side bars are event times of FPS
rate adaptation request. The right side bars are event times of FPS rate adaptation
achieved. The distance of same colored bar is FPS adaptation time.

Observations: The frame rate adaptation took some where from 1.2 to 21 seconds.
However, afull effect of the adaptation took about 32 to 38 seconds. This large delay can
probably be explained by pipe backlog phenomena. The system averages all frame rates
in its current window-- not just one instance of arriving of a packet. Therefore, before the
new frame rate adaptation takes effect, the previously scheduled video segments already
in the pipe should be processed. Also, the new effective video segments must be
transcoded and transferred through the X-MUX before the client would notice the change.
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Rate Adaptation Time on Gigabit vs. 100Mbit Ethernet
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Figure-7 Rate adaptation reaction time. As shown in this figure, the reaction
starts 1 to 3 seconds while the completion of reaction takes 3 to 5 seconds.

3.3 Stream Rate Adaptation

A stream rate adaptation happens when network resources, like bandwidth, is dropped
and couldn’t achieve desired resources from network for transcoding. A stream rate
adaptation request is generated by channel manager to adapt the network environment
changes. However, in here, channel manager generates a stream rate adaptation request
event for experimental purpose. The stream rate adaptation request directly sends to the
each X-ENC. When each X-ENC receives the stream rate adaptation request, it is
immediately transcoding stream with newly given stream rates.

The video stream rate adaptation time is shown in figure 7. X-axis is time sequence while
y-axis shows a GOP-ed packet size in bytes. Left side bars are event happening time of
rate adaptation request. Right side bars are adaptation complete time. Again the distance
of same colored bar is bit rate adaptation time.

Observations: Above figure shows that the bit rate adaptation time is considerably faster
than frame rate adaptation. It does effects the video segments, which are on the encoders
at the time of adaptation request received. This short adaptation time is critical in case of
network congestion happened. It can avoid network congestion, while it sill sending
video stream to a user.
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4. Discussion

In this experiment we observed that there were some effect of Gigabit Ethernet but it was
limited. In this pilot study we focused on AVIS control plane. The connection time is
dominated mostly by the network transmission delay. This has not been noticeably
improved in Gigabit Ethernet. Also, OS scheduler affects the behavior of the AVIS
system because AVIS system uses multi-thread for data transmission. This is beyond
application bases time measurements. The adaptation times were dominated by the
servers computational speed constraints.

We plan to conduct further experiment with additional X-ENC pipes. Also, a system
level it will be important to identify OS level time consumptions and scheduling penalty
on AVIS system. It will identify further impact of the Gigabit Ethernet vs. 100M Ethernet.
In this experiment we drictly avoided any significant Gigabit specific reengineering of
the application. However, if one needs to take advantage of Gigabit links additional
reengineering have to be performed at MPEG-2 transport layer where larger application
data units have to be constructed.
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